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Abstract—This paper presents a systematic design 
procedure for a wide-area damping controller (WADC) 
employing Energy Storage Systems (ESSs). The WADC is 
aimed at enhancing the damping of multiple inter-area modes 
in a large scale power system. Firstly, geometric measures of 
controllability and obsevability are used to select the control 
locations for ESSs and most effective stabilizing signals, 
respectively. Then, the WADC coordinates these signals to 
achieve multiple-input-multiple-output (MIMO) controllers 
with the least Frobenius norm feedback gain matrix. The 
simulation results of frequency and time domains verify the 
effectiveness of the wide-area damping controller for various 
operating conditions. Furthermore, the robustness of the wide-
area damping controller is also tested with respect to time 
delay and uncertainty of models. 
 

Index Terms—damping, energy storage, phasor 
measurement units, power system stability, robustness. 

I. INTRODUCTION 

In recent times, with the significant reduction of the 
capital cost of the ESS, a new study of applications of 
energy storage system (ESS) in electric power systems is 
developed tremendously. An ESS unit installed in a power 
system provides an extra way of regulation and control, both 
the reactive and active power [1]. Therefore, the ESS 
increases the power system stability and security, which 
enables improved capacity utilization of the existing 
transmission lines and delays the requirement of installing 
new lines.  

Apart from enhancing the transfer capacity of the 
transmission system, the ESS can also be used to increase 
the system damping for undesirable oscillations as a cost-
effective damping controller [2]. Reference [3] presents the 
enhancing performance of local damping controller 
employing the ESS. However, it has been proved that under 
certain operating conditions an inter-area mode may be 
controllable from one area and be observable from another 
[4]-[6]. In these situations, information must be exchanged 
among areas. The technology of phasor measurement units 
(PMUs) has shown promising performance to enhance the 
damping of inter-area modes using the ESS [7]-[8]. 

However, due to inter-area uncoordinated control strategies 
used in many power systems, destabilizing interactions 
among ESS controls is possible. To improve overall system 
dynamic performance, the efficacy of a WAMS based 
damping feedback gain, functions are formulated to 
minimize interactions among ESS controls under transient 
controller employing ESSs is explored in this paper. The 
damping control technique considers the problem of 
assigning the eigenvalues associated with inter-area modes 
into a specified region in the left-half plane (LHP). By 
means of an optimization algorithm to select a desirable 
conditions, so that overall oscillation damping in the multi-
machine system can be improved over a wide range of 
operating conditions. 
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Following this introduction, a description of a 16-
machine-68-bus system model is given in Section 2. Section 
3 provides techniques used in selection of control locations 
for ESSs and the most effective feedback control signals, 
and presents the mathematical basis wide-area damping 
control technique with the least Frobenius norm feedback 
gain matrix. Eigen-analysis and nonlinear simulation results 
have been carried out to assess the effectiveness of the 
proposed scheme under various fault scenarios and 
operating conditions in Section 4. The robustness with 
respect to model uncertainty and time delays are also tested 
in this section. The conclusion is given in Section 5. 

II. STUDY SYSTEM 

A. System Modeling 

A benchmark model of 16-machine-68-bus, five-area 
study system is shown in Figure 1 for considering the design 
of damping controller. This is a reduced order equivalent of 
the interconnected New England test system (NETS) and 
New York power system (NYPS). There are five 
geographical regions out of which NETS and NYPS are 
represented by a group of generators. The loads are assumed 
to be of constant impedance type for the base case. 

G1-G8 in group 5 have slow excitation (IEEE type 
DC1A), while a fast-acting static exciter is located at 
machine G9. A speed-input power system stabilizer is also 
installed in this particular machine, as described in [9]. A 
sixth-order model for each generator is used for simulation 
in this paper. For the convenience of the analysis, the sixth-
order model is then transformed to a second-order model by 
using selective model analysis (SMA) [10]. The detailed 
description of the study system including generators, 
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exciters, network and load parameters can be found in [11]. 
There are four inter-area modes obtained from the 
eigenvalue analysis as shown in Table I.  

 
Figure 1.  16-machine, five-area study system. 

 
TABLE I. DOMINANT INTER-AREA MODES AND PARTICIPATED 

GENERATORS OF THE STUDEY SYSTEM 

Mode Frequency(Hz) Damp ratio 
Dominant participated 

generator 
1 0.4803 0.0516 G12 G13 G16 
2 0.5034 0.0358 G14 G16 
3 0.7112 0.0647 G1~G9 G13 
4 0.7908 0.0337 G14 G15 G16 

 
The most probable contingencies occurring in power 

systems are outages of key tie lines, changes in the power 
flow through the tie line and variations in load 
characteristics. In this paper, a few credible contingencies 
are investigated in Table II. The first case is defined as the 
base case with constant impedance (CI). Cases 2-3 consider 
constant current (CC), and constant power (CP), 
respectively. Cases 4-6 reflect the operating scenarios with 
one of the tie lines between buses1-2, 8-9, and 1-27 
switched off, respectively. Cases 7-9 represent the changed 
operating conditions. Cases 10 and 11 correspond to -500 
MW and 500 MW through tie line 1-2, respectively. Cases 
described in Table II will be used to test the robustness of 
controllers. 

 
TABLE II. CASE BANK 

Case No.  Case  Type of load 

1(base) 
No outage  

Flow from buses 2 to 1 =90MW  
CI 

2 No outage  CC 
3 No outage  CP 
4 One of double circuit line 1-2 CI 
5 One of double circuit line 8-9 CI  
6 1-27 CI  

7 
10% decrease in Inertial of equivalent at 

generator 14 
CI 

8 110% load  CI 
9 90% load CI 

10 Flow from buses 2 to 1 =500MW CI 
11 Flow from buses 1 to 2=500MW CI 

B.  ESS modeling 

A general model is derived for all types of ESS which is 
referred to as the injection model is valid for load flow and 
angle stability analysis [12] as shown in Figure 2. Speed 

deviation measurements are used as the global feedback 
input signals in this paper.  

Due to fast but not negligible time response, small time 
delays are introduced in small signal model of an ESS unit. 
As shown in Figure 3, the model is formed as a transfer 
function with lag element, having a time constant and a 

gain K between the frequency deviation 
essT

  and the 

incremental ESS power to injection essP   

 
Figure 2.  ESS structure and interconnection diagrams. 

 

 
Figure 3.  Small signal model of an ESS unit. 

III. WIDE-AREA DAMPING CONTROLLER DEIGN  

A. Selection of location and effective signals for controllers 

From an economic viewpoint, it is worthwhile to use 
fewer stabilizing signals to improve the damping effects of 
many inter-area modes achieve satisfactory damping. The 
geometric measures of controllability (GMC) and 
observability (GMO) [13]-[15] are carried out to identify the 
locations and most effective input stabilizing signals for 
ESSs. The GMC and GMO corresponding to the mode k are  
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i k

ci k i
k i

b
gm k b

b
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where  is the ith input vector of B and ib jc is the jth output 

vector of C. and   are left and right eigenvectors of state 

matrix A, respectively. k and k  are left and right 

eigenvector with respect to the kth mode respectively. 
( , )k ib   is the geometrical angle between k  and . ib

( , )k jc   is the geometrical angle between k  and jc . k  

and ib  are the Euclidean norm of k  and , respectively. ib

k  and jc  are the Euclidean norm of k  and jc , 

respectively T
ib k  and j kc   are the modulus of b T

i k  

and j kc  , respectively. 

The most suitable locations with respect to critical inter-
area modes are the buses with the highest GMC as shown in 
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Table III. And effective input stabilizing signals with respect 
to critical inter-area modes are the rotor speeds with highest 
GMO as shown in Table IV. It is revealed that buses 65, 67, 
and 68 (shown in boldface) are the best locations and 13  , 

14 , and 15  are the best stabilizing signals. Here 13  , 14 , 

and 15  indicate the generator rotor speeds of generators 13, 

14, and 15 versus the reference generator 16, respectively.  
 

TABLE III. NORMALIZED GEOMETRIC MEASURES OF 

CONTROLLABILITY OF ALL POSSIBLE BUSES 
Mode 1 Mode 2 Mode 3 Mode 4 

Bus 
No. 

GMC 
Bus 
No. 

GMC 
Bus 
No. 

GMC 
Bus 
No. 

GMC 

65 1.0000 68 1.0000 67 1.0000 65 1.0000 
42 0.9296 52 0.9312 42 0.9757 37 0.7368 
67 0.9039 41 0.7878 66 0.6282 43 0.5770 
41 0.8321 66 0.7862 41 0.6027 44 0.5708 
66 0.8216 50 0.3833 68 0.4100 39 0.4855 
37 0.8182 42 0.2120 52 0.3176 36 0.3585 
68 0.6718 67 0.2082 40 0.1368 16 0.3186 
43 0.6542 40 0.1811. 50 0.1184 24 0.3167 
52 0.6490 51 0.1313 48 0.0695 15 0.3144 
44 0.6479 48 0.0943 65 0.0580 17 0.3123 

 
TABLE IV. NORMALIZED GEOMETRIC MEASURES OF 

OBSERVABILITY OF ALL GENERATOR ROTORS 
Mode 1 Mode 2 Mode 3 Mode 4 

Gen 
No. 

GMO 
Gen 
No. 

GMO 
Gen 
No. 

GMO 
Gen 
No. 

GMO 

13 1.0000 14 1.0000 13 1.0000 15 1.0000 
15 0.9875 5 0.7088 6 0.9475 13 0.3055 
6 0.9863 6 0.6948 7 0.9421 5 0.2858 
7 0.9811 7 0.6941 5 0.9176 6 0.2810 
4 0.9684 9 0.6921 4 0.9025 7 0.2805 
9 0.9622 4 0.6910 9 0.7990 4 0.2795 

B.  Wide-area damping controller synthesis 

The behavior of a dynamic power system can be written 
in the following from using vector-matrix notation.  

0ω     
             
        

21 22 23

31 32 33 3

δ 0 I 0 δ 0

ω A A A ω 0 u

μ A A A μ B






 
 
 
  

                        (3) 

where  and  are vectors of the deviations of angles 
and rotor speeds of n generators, respectively. μ  is the 

 states vector associated with the ESS controllers 

chosen.  is the control inputs vector. 

δ ω

m

1m

u R 3
n mB R  is 

the input matrix. Expressing ω  in terms of the state 
variables yields 
   22 21 23ω A Δω A Δδ A μ                                             (4) 

Substituting   to Eq. (4) which results in Eq. (5) 0 δ  ω

0 0    22 21 23δ A Δδ A Δδ A μ                                    (5) 

Additionally, the basic idea in the inter area oscillation 
problem of power system can be formulated into modal 
coordinates as Eq. (6).  

     δ D δ K δ Bu                                                        (6) 

where  is the vector of deviations of angles. 

 is the control influence matrix. D and K are 
damping matrix and stiffness matrix, respectively. 

n δ R
n mB R

Compared Eq. (6) with Eq. (5), B, D and K can be 
obtained. ,  22D A 0  21Κ A , and 0 23B A . 

To relocate the open-loop eigenvalues associated with the 

critical modes to stable region so that the critical modes 
have desired damping, a feedback gain Q in Eq. (7) is then 
selected to damp critical inter-area modes. 

  Tμ QB Δδ                                                                       (7) 

Then, substituting (7) to (6) which yields 

TΔδ + (D + BQB )Δδ + KΔδ 0                                           (8) 

The term  is nonnegative definite matrix as a 
multidimensional resistive network, which can be used to 
design multiple-input-multiple-output (MIMO) controllers. 

Additionally, since is nonnegative definite, it is not 
harmful for the damping added by the feedback even though 
the system model varies. 

TBQB

TBQB

Any closed loop eigenvalue  of (8) is calculated as 
2 0λ   TI (D BQB ) K                                                (9) 

The objective of the oscillation damping is to relocate the 
open-loop eigenvalues associated with the critical modes to 
some region so that the critical modes have desired damping. 
To be specific, the feedback gain Q is calculated by 
mapping the  plane in which the eigenvalues of Eq. (10) 
reside to the   plane. If   plane is mapped from  plane, 

the eigenvalues of Eq. (10) are calculated as 
( 1)

,
1

r c r
c

r c

  
 

  
 

  


a
he eigenvalues in the left half of th

                                         (10) 

where nd c  are radius and center of a circle, respectively.  
By this mapping, t

r  
e   

plane are placed to the   plane in stable region.  
Substitute Eq. (10) into Eq. (9), which results in 

2 0   M N P                                                         (11) 

where 2( ) ( )r c r c     M I (D BQB )T K ,  
2 2( )r c c N    TI (D BQB ) K ,  

2( ) ( )r c r c     TP I (D BQB ) K .  

It can be seen that the solutions of q. (9) lie in stable 
re

 E
gion if and only if the solutions of Eq. (11) lie in left half 

region. If 0M , 0N and 0P , then the solutions of Eq. 
(11) lie in f . Sin 0 , 0c  , and 0M for 
any nonnegative definite matrix hat 
the eigenvalues of system Eq. (9) lie in stable region if and 
only if the feedback gain Q satisfies 0N and 0P . 
Furthermore, excessively feedback gain s inhibited, 
because it could lead to a poor large disturbance response of 
the system and controller output saturation. To avoid large 
feedback gain Q, the real parts of the closed loop 
eigenvalues are restricted to be close to an optimal negative 
number, which means the least energy consumption in 
implementing the feedback control. Thus, the problem of 
determining feedback gain Q can be considered as the least 
Frobenius norm problem. This problem can be formulated as 
the following constrained optimization problem. The 
feasible region of the constrained optimization problem is a 

convex subset in m m

left hal region ce r 
Q, it can 

 Q

be concluded t

 i

 and the objective function is a 
convex function, th e the solution to this problem is 
unique and globally minimum.  

The actual values of optim

erefor

ized gain matrix Q is 
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11.5852 2.1358 4.5172

2.1358 10.7495 0.7665

4.5172 0.7665 21.4333

 
   
  

. 

δ  and ω  are internal machine variables. If we measure 

bus angles θ and frequencies θ  in the system (as many as 
the number of internal angles and frequencies are required) 
and then Eq. (12) and Eq. (13) can be obtained. 



( , , , )f L bδ θ x U I                                                           (12) 

( , , , )g L bω θ x U I                                                          (13) 

where  is a vector of impedances between generator 

outlets and generator buses,  is vector of buses voltage 

phasor measured by PMUs, I  is vector of the circuit 
measured by PMUs. 

Lx

bU

The applied widely control technique is the single 
objective synthesis, in which all control requirements are 
weighted and formulated. For complex cases, such as 
unstable plants with multiple gain crossover frequencies, it 
may not be easy to decide on a desired loop shape. To 
overcome these limitations of a single objective synthesis 
technique, the multi-objective synthesis technique 
incorporating various design specifications easily, is 
naturally considered. In the design process, the wide-area 
measurements system (WAMS) based ESSs devices is 
applied to design a wide-area damping control system. The 
control synthesis is centralized and the stabilizing signals 
are firstly sent to a wide-area damping controller (WADC) 
through communication links. Then, modulation signals are 
determined by the WADC and are sent to three ESSs, as 
shown in Figure 4. 

 

 
Figure 4. Wide-area damping controller synthesis configuration 

IV. TESTING RESULTS AND ANALYSIS 

A. Frequency domain results and analysis 

The frequency domain analysis of the study system is 
carried out for various scenarios shown in Table V. It shows 
that three ESSs improve the damping of all four critical 
inter-area modes to a satisfactory level. Figure 5 shows the 
root loci for the gain ranging from 0 to 100% of the chosen 
gain. The ci on Figure 5 show which control is responsible 

for that branch of the root locus. c1 moves the fourth 
eigenvalue, c2 moves the second eigenvalue and c3 moves 
the first and third eigenvalues. It can be concluded that lack 
of any ESS controller will not damp all four modes to 
guarantee the overall system dynamic stability.  

The performance of wide-area damping controller 
(WADC) is also evaluated with the outages of different tie-
lines; various load characteristic and other operating 
conditions. The damping action shown in cases 1-3 
robustness with respect to the outage of each of the tie-lines 
demonstrate the robustness of the damping action in case of 
various load models, such as CI, CP, and CC. Cases 4-6 is 
between buses 1-2, buses 8-9, and buses 1-27 which 
connects NETS and NYPS. Cases 7-9 represent the 
robustness of the damping action in case of other operating 
conditions. It is clear from the results that the WADC 
provide damping for different operating conditions.  

 

 
Figure 5.  The root loci for the base case. 

Bode plots of frequency responses of the study system for 
each ESS device in the case of open and closed loops are 
shown in Figure 6. It can be seen that the peaks in the gain 
of frequency responses of the open-loop system are 
noticeable around inter-area mode frequency. But the peaks 
in the gain of frequency responses of the closed-loop system 
are negligible around inter-area mode frequency. 
Furthermore, the phase angles of frequency responses of the 
open-loop system are changing dramatically. But the phase 
angles of frequency responses of the closed-loop system are 
changing smoothly. Both negligible peaks in the gain and 
negligible changes in the phase angle of frequency 
responses demonstrate high damping in the case of closed 
loop. 

B. Time domain results and analysis 

Two nonlinear simulations both have been carried out for 
25s to further demonstrate performance and robustness of 
the controllers without any prior knowledge of the post-
disturbance dynamics.  

 
 

TABLE V. DAMPING RATIOS AND FREQUENCIES OF INTER-AREA MODES WITH WADC 
Mode 1 Mode 2 Mode 3 Mode 4 

Case No. 
f(Hz) Damp ratio f(Hz) Damp ratio f(Hz) Damp ratio f(Hz) Damp ratio 

1 0.1589 0.9419 0.4996 0.2969 0.5893 0.2084 0.7975 0.1224 
2 0.1860 0.9208 0.4929 0.3331 0.6049 0.1777 0.7963 0.1230 
3 0.1778 0.9642 0.5068 0.3068 0.5871 0.1994 0.7962 0.1232 
4 0.1604 0.9113 0.4953 0.1781 0.5527 0.3257 0.7979 0.1241 
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5 0.1591 0.9718 0.5093 0.1680 0.5400 0.3387 0.7979 0.1236 
6 0.1590 0.9219 0.5153 0.2651 0.5588 0.2408 0.7976 0.1232 
7 0.2131 0.9470 0.5041 0.2882 0.5879 0.2207 0.7685 0.1419 
8 0.1534 0.9332 0.5181 0.3577 0.6127 0.1417 0.7983 0.1223 
9 0.0987 0.9295 0.4216 0.3527 0.5529 0.2122 0.7942 0.1247 
10 0.1813 0.9139 0.4596 0.1479 0.5677 0.3520 0.7982 0.1218 
11 0.0823 0.9522 0.4739 0.3960 0.6597 0.1134 0.7946 0.1266 

 

 
Figure 6.  Frequency responses of the study system for ESSs in case of open and closed loops (full plant) (--) open loop; (-) closed loop. 

 
In the first case, a three-phase short circuit fault was 

applied to tie line between buses 1-2. The fault was then 
cleared after 80 ms (approximately 5 cycles) by taking out 
the faulted line. The case is certainly not the most severe 
contingence but it is effective for exciting inter-area 
oscillations and evaluating the performance of the WADC. 
The dynamic response of the system following this 
contingency is shown in Figures 7-8. 

The relative angular separations between machines G1-
G16, G13-G16, G14-G16, and G15-G16 are shown in 
Figure 7. It can be seen that the lightly damped oscillations 
are settled in 12–15 s in the presence of the applied control 
scheme. A 10–15-s settling is adopted by many utilities in 
their system design and operation guidelines. Power flow in 
the tie-line between buses 8-9 and also the output responses 
of the three ESSs following the large disturbance are shown 
in Figure 8. It can be seen that the power flow between 
buses 8 and 9 also settles within the acceptable time frame. 
The outputs of the three ESSs are well within their 
prescribed limits. The simulation results illustrate that the 
WADC is able to achieve the desired performance without 
any prior knowledge about the post-disturbance operating 
conditions. 

In the second case, a three-phase fault was simulated at tie 
line between buses 8-9 for 80 ms without changing the 
system topology, followed by the opening of one of the tie 
lines connecting buses 1 and 2 (see Figure 1). The dynamic 
response of the system following this contingency is shown 
in Figures 9-10.  

The displays in Figure 9 show the relative angular 
separations between machines G1-G16, G13-G16, G14-G16, 
and G15-G16. It can be seen that the inter-area oscillations 
are damped out in 12-15 s. Figure 10 shows the power flow 
in the tie-line between buses 1-27 and the output responses 
of the three ESSs following the large disturbance. Power 
flow between buses 1 and 27 also settles within the 
acceptable time frame. The outputs of the three ESSs are 
well within their prescribed limits. The simulation results 
illustrate that, even though the knowledge of the post-
disturbance operating condition is absent, the performance 

of the WADC is found to be highly  
 
acceptable. The absolute value of the largest output of an 
ESS is the energy rating when active power is expressed in 
MW. It was found that energy rating of 70 MJ, 40 MJ and 
100 MJ could provide adequate damping performance for 
ESS #1， ESS #2 and ESS #3 respectively.  

In addition to system nonlinearity, the controllers are 
subjected to saturation of the ESSs. To better illustrate the 
damping affected by the limited power output of the ESSs, an 
output limit of 20 MW and 50 MW are also set for each ESS, 
separately. The relative angular separations between 
machines G1-G16, G13-G16, G14-G16, and G15-G16 are 
shown in Figure 11-12. Power flow in the tie-line between 
buses 8-9 and output responses of three ESSs following the 
large disturbance of the first case are shown in Figures 12-13. 
It can be seen that the power flow on the tie line settles 
within 15 s though the settling time is a little longer than the 
case with 50 MW output limit. On the other hand, the power 
outputs of three ESSs are in the saturation values for a little 
longer time, but are still within their prescribed limits. 

 

 
Figure 7.  Dynamic responses of the system following a three-phase fault 
on line 1-2. (-) with controller; (--) without controller. 
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Figure 8.  Dynamic responses of controllers following a three-phase fault 
on line 1-2. (-) with controller; (--) without controller. 

 

 
Figure 9.  Dynamic response of the system following line 1-2 three-phase 
fault in case of opening of one of the tie lines connecting buses 8 and 9. (-) 
with controller; (--) without controller. 

 

 
Figure 10.  Dynamic responses of the controllers following a three-phase 
fault on line 1-2 in case of opening of one of the tie lines connecting buses 
8 and 9. (-) with controller; (--) without controller. 

 

 
Figure 11.  Dynamic responses of the system following a three-phase fault 
on line 1-2. (—) with limited power output of 50 MW ; (---)with limited 
power output of 20 MW. (...) without controller. 
 

 
Figure 12.  Dynamic response of the system following line 1-2 three-phase 
fault in case of opening of one of the tie lines connecting buses 8 and 9. (—) 
with limited power output of 50 MW ; (---)with limited power output of 20 
MW. (...) without controller. 
 

 
Figure 13.  Dynamic responses of controllers following a three-phase fault 
on line 1-2. (—) with limited power output of 50 MW ; (---)with limited 
power output of 20 MW. (...) without controller. 
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Figure 14.  Dynamic responses of the controllers following a three-phase 
fault on line 1-2 in case of opening of one of the tie lines connecting buses 
8 and 9. (—) with limited power output of 50 MW ; (---)with limited power 
output of 20 MW. (...) without controller. 

Figure 15.   The clouds for the base case 

 

 

C. Robustness of WADC 

In addition to changing operating conditions to test for 
robustness it can be more systematic by considering 
structured uncertainty in the parameters of the model. 
Assume that the system structure can be exactly matched in 
the control. That is, if the model is 

      
                

1 1 T
c 2

2 2

x x0 I 0
u, u QB x

x xK D B




           (14) 

The matrix is probably not exactly the matrix . If we 

let  then one characterization of ΔΒ is that 

every element in could be in some interval around the 

true value. 

cB

ΔΒ

B

c  Β Β

cB

There is literature in power system [16]-[17], control 
system [18]-[20], and structural [21]-[23] applications of 
interval valued uncertainty. In simulation we could multiply 
each entry in B by an independent uniform random variable 
qij in [0.8 1.2], for example, representing a +/- 20% error. 
The eigenvalues of (15) will generally be in clouds in the 
complex plane clustered around the desired positions.  


    

T

0 I

K D BQB BQΔB


T                                       (15) 

Figure 15 shows the clouds formed by having all 45 
entries in  multiplied by an independent uniform 

random variable in the interval [0.8 1.2]. Figure 15 is the 
clouds around the ends of the loci in Figure 5 for 10,000 
independent trials. It can be seen that the clouds are still in 
the stable region even if the system model changes. 

23A
Figure 16.  Dynamic responses of system under different time delays. 

V. CONLUSION 

The application of wide-area damping of inter-area 
oscillations by ESSs devices has been demonstrated in this 
paper. The most suitable locations and effective input 
stabilizing signals with respect to critical inter-area modes 
are selected by geometric measures of controllability (GMC) 
and observability (GMO), respectively. Also, a desirable 
feedback gain is selected by means of an optimization 
algorithm to minimize interactions among ESS controls. 
Furthermore, a wide-area damping controller is also 
designed to coordinate these stabilizing signals and achieve 
the multi-objective control. Finally, the effectiveness of the 
control scheme has been verified in the time and frequency 
domains under a wide range of conditions. Furthermore, 

On the other hand, time delays associated with the 
transmission of remote signals may also degrade system 
robustness. Therefore, the robustness of WADC with respect 
to different time delays is needed to be tested. Time delays 
are approximated as a first-order model [24]. And nonlinear 
simulations with 200 ms and 400 ms time delays for the 
second case are carried out to demonstrate the robustness 
with respect to time delays as shown in Figure 16. The 
simulation results show that the power flow in the tie line 1-
27 can be settled within the acceptable time frame in the 
cases of different time delays though the damping time 
becomes a little longer due to time delays. 
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from the simulation results, it can be concluded that the 
action of designed wide-area damping controller shows 
robustness with respect to time delay and uncertainty of 
models.  
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