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Abstract—Path planning is one of the important factors that 

affect data transmission and processing in wireless sensor 
networks (WSNs). This paper addresses this issue by means of 
the paths delay analysis. Considering that WSNs are used for 
temperature monitoring, we model the WSNs using the open 
queueing network theory and analyze the paths delay based on 
the model. An iterative approximation algorithm is proposed 
for the qualitative analysis of the packet arrival rate of sensor 
nodes. According to the capacity and redundancy of nodes 
along the path, the destination node search trees are created 
for pre-selecting the transmission paths. Then the end-to-end 
delays of the pre-selected node paths and the average delay of 
sub-queueing networks are calculated. The optimal path and 
the assistant path for data transmission in WSNs could be 
obtained on the basis of the delay analysis. Numerical results 
demonstrate the effectiveness of the proposed approach.  
 

Index Terms—wireless sensor networks, queueing networks, 
modeling, path planning, delay analysis 

I. INTRODUCTION 

Wireless sensor networks (WSNs) are a combination of 
many technologies, such as sensing, embedded computing, 
distributed information processing, and communications. 
The sensor nodes can collaborate on real-time monitoring, 
sensing, collecting network distribution of the various 
environments within the region or monitoring object 
information [1]. This information is then processed to obtain 
useful data, which will be sent to the user [2]. The power 
consumption of data transmission is maximal in WSNs [3], 
and the computing, storage, and communication capability 
of the node is more limited. Data are transmitted from the 
source node to target node. If data do not take a long time 
for searching the target node, the node in the network is 
always in the data transmission state. During this time, 
because the utilizations of nodes are not in equilibrium [4], 
the energy of individual nodes will run out because of the 
nodes’ obvious failure [5,6]. This causes delay in 
transmission. Therefore, the problem of path planning, i.e., 
how to improve the speed of source node searching target 
node, is one of the research hot spots in the field of WSN. 

A modeling method on large-scale network nodes is 
needed for optional paths in WSNs [7]. The current 
modeling method based on Petri nets [8] is suitable for 
macro-modeling, but it is not a modeling method that 
specifically suits large-scale WSNs. Queueing network is an 
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effective system-level modeling method, which is widely 
used in the modeling and performance analysis of computer 
systems and communication systems [9,10]. It has many 
advantages, which include a highly abstract and rich theory 
[11]. In recent years, research has made some progress about 
analysis and improving the network performance in the 
application of finite capacity queueing networks [12, 13]. In 
[14] Bolot et al. gave a method of network path delay, in a 
relatively short time period detecting the shortest delay. In 
[15], Gurewitz et al. suggested an improved objective 
function based on the least-squares difference, and discussed 
the estimation method of deterministic time-delay. 
Papagiannaki et al. [16] measured the shortest delay of 
queueing system based on maximum entropy methods. 
Kouvatsos and Awan [17,18] described the priorities and 
blocking mechanisms with open-loop queueing network 
performance analysis, and queueing network parameters on 
the approximation and error estimates. Using queueing 
network delay evaluation, problems of analyzing modeling 
and path planning in various fields are successfully resolved. 
However, the topology of WSNs is very complex requiring 
a large number of transmission paths within the network. 
Thus, path delays are most computational overhead and 
slow down the speed. Therefore, performance evaluation 
using queueing network method for delay optimization is 
rarely mentioned in the field of WSNs. For example, Sheu et 
al. [19] compared and calculated end-to-end delays on 
different network sizes and a number of layers of IDGP 
protocol and DDGP protocol, but the number of network 
nodes was smaller, which did not require pre-selection 
paths. Bisnik et al. [20] modeled random access multi-hop 
wireless networks as open G/G/1 queueing networks and 
used the diffusion approximation in order to evaluate closed 
form expressions for the average end-to-end delay, but it did 
not involve path planning. 

This paper presents a path delay analysis method based on 
queueing network modeling of large-scale WSNs, which can 
be used e.g. in temperature monitoring. The approximate 
calculation method for packet arrival rate of node and the 
weighted value of the search tree algorithm are designed 
in order that the data transmission paths are pre-selected and 
the packet arrival rates are calculated. The end-to-end delays 
of node data transmission paths for pre-selecting and 
average delays of sub-queueing network in the entire system 
are compared to find an optimal data transmission path and 
alternate paths in the queueing networks for WSNs.  

The remainder of this paper is organized as follows. 
Section II describes the problem to be solved and the 
definition of symbols used in the paper. In Section III, using 
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an open queueing network model, the queueing network 
model for wireless sensor nodes is created according to data 
transfers, and the calculation method of end-to-end path 
delays and the system average delay are obtained in the 
open queueing network model. The approximate calculation 
method of packet arrival rate and weighted value of the 
search tree algorithm are designed in Section IV. Section V 
conducts a case study, in which the proposed method is 
applied to temperature monitoring using WSNs. The optimal 
path and alternate paths are obtained by paths analysis and 
numerical calculation. Section VI concludes the paper. 

II. PROBLEM STATEMENT 

Wireless sensor networks typically feature dynamic 
topology, limited energy, nodes with limited resources and 
non-reliability of data transmission. Therefore, they need 
real-time, economy, energy conservation and coordination 
in above four aspects to improve the network performance 
of WSNs and satisfy the performance requirements of the 
task scheduling system [21]. In practice, this should be done 
taking the relevant indicators into account. When the time of 
individual node communication is not normal or if there is 
energy depletion, the packets to be processed are queued in 
the blocking node. If the blocking can not be solved in time, 
blocking occurs in all the nodes of the link path, resulting in 
the congestion of the entire network. Then, a spare second-
best path except the optimal path becomes necessary to 
ensure that the entire WSN operation is efficient. This 
requires that to keeping the high efficiency of the path 
selection in a system for communication, and the searching 
paths occupy the smallest delay. Therefore, an effective 
modeling method of queueing network is explored 
necessarily to reduce the transmission delays of network at a 
minimal level when the system is blocked. At this time there 
should be a backup sub-optimal path (than the optimal path) 
to the work state to ensure a high efficiency operation in the 
WSNs.  

As shown in Figure 1, WSNs are composed of sink nodes 
[22,23], transmission nodes (i.e. nodes used to transmit 
packets), arrival nodes  (through where packets arrive in the 
network) and leaving nodes (through where packets leave 
the network). There are three paths from node 11 to node 14 
as shown in Figure 1(a). In the node path planning, it is easy 
to see that the path P(11 → 12 → 13 → 14) is more 
redundant than P(11 → 15 → 14). Therefore, we have to 
consider the shortest delay path to transfer data in the design 
process of WSNs. However, it is not easy to make a 
concrete path by delay calculation between paths P(11 → 15 
→ 14) and P(11 → 1 → 14), because the packet arrival rate 
and processing speed of node 1 and node 15 are not the 
same. Note that packet arrival rate and processing speed are 
important to measure node performance. When the best path 
is determined, there should be provision for sub-optimal 
paths for the selection process to continue following the 
failure of the optimal path, to ensure the normal operation of 
the network. For large-scale WSNs, there are often multiple 
arrival nodes and multiple leaving nodes [24]. Figure 1(b) 
shows two sub-queueing networks: one from source node 11 
to target node 14, and another from source node 16 to target 
node 17. Figure 1(c) shows a WSN containing multiple 
clusters [25,26], where transmission nodes 14 and 15 are the 

public nodes as the cluster 1 and cluster 2, and packets are 
that from source nodes 11 and 17 to target node 22 and 23. 
The choice of the optimal transmission path becomes more 
complex as can be seen from Figure 1(a) to 1(c). We use 
queueing network modeling for path delays and sub-network 
delays will be calculated. Once end-to-end delays of node 
data transmission paths and average delays of the sub-
queueing networks are calculated, the data transmission path 
which is the optimal path and sub-optimal paths are 
determined. 

 

 

 

(a) Single arrival node to single leaving node 

 

 

(b) Multiple arrival nodes to multiple leaving nodes 
 

 

 

(c) A WSN with multiple clusters. 

Figure 1. Multi-path problem of  WSNs 
 

In order to facilitate the analysis of queueing network 
model for a WSN, the following symbols are defined as 
shown in Table I. 

III. THEORETICAL ANALYSIS  

A. Open queueing network 

An open queueing network of a typical queue is shown in 
Figure 2. When a task reaches node i, there are three 
conditions in an open queueing network of a typical queue: 
(i) Independent external Poisson arrival λe.. (ii) From queue 
k with probability kip  to reach node i. (iii) With probability 

iip  in the network loop. When a task leaves from node i, 

there are two conditions: (i) To reach node j with probability 

ijp . (ii) To leave the node i with probability iep . 
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TABLE I. DEFINITION OF SYMBOLS 

Symbol Description 
dkji ,,,  Node number. 

)  ( kjiP  Path from node i, through node j to node k. 
m  Number of paths to reach node j.  

n  Total number of nodes in the queueing 
network. 

N  Total number of nodes in the paths. 

M  
Total number of paths in the queueing 
network. 

i  Average task arrival rate of node i. 

i  Service rate of node i. 

i  Utilization of Node i. 

e  Independent external Poisson arrival. 

iep  Probability of leaving the node i. 

ijp  Probability of from node i to node j. 

  Pure packet arrival rate, which enter the 
queueing network. 

K  Node state. 

( )iE k  Average task number in the path i. 

)(kE  Average task number in the queueing 
network. 

( )E T  End-to-end delay with N-level nodes. 

( )ME T  Average network delay with M paths. 

 
 

 
Figure 2. Queue modeling of a queueing network 

 

Theorem 1. When an open queueing network enters a stable 
state, the sum of speeds of all tasks leaving a node equals 
that of all tasks entering the node. 
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where ( )p k  is the combinative probability in a stable state k, 

I  and I  are the unit vectors, which show the per unit change i j

of a node starting from a state. More details on Theorem 1 
can be found in [27]. 

B. End-to-end path delay calculation 

Each queue delay is formed by queueing delay (wait 
delay) and transmission delay in the queueing network for 
WSNs. Transmission delay is linked with the arrival rate of 
packets and the service rate of nodes. 

The utilization of node i is given by: 

i
i

i





                         (2)         

End-to-end delays caused by M/M/1 queueing models of 
the N-level nodes are explained in (3). 

1 1

1/1
( )
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N N
i

i ii i i

E T


   

 
                             (3) 

C. Average delay calculation for entire queueing network 

In the queueing network for wireless sensor networks, 
each node is considered as an M/M/1 queue, and each path 

is considered as a queueing model [27,28] with N-level 
serial nodes, service rate μ , the average task arrival rate λ  
and pure packet arrival rate γ of entering the queueing 
network. The average number 

n n

( )nE k  of tasks in the path m 

equals the sum of servicing and queueing packets. ( )nE k  

can be obtained through (4). 

( ) n
n n n

n n

E k T



 
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

               (4) 

The average number of packets  in a queueing 

network path can be obtained from (5). 

)(kE

1

( ) ( )
m

n
n

E k E k

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The relationship between the average delay  and 

the average number E(k) of tasks in a queueing network can 
be described as follows. 

( )ME T

( ) ( )E T E k             (6) 

The average network delay with M paths can be obtained 
from (4), (5), and (6), which is shown in (7). 

1 1

1 1
( )

M M
n

M n n
n n n n

E T T



    

 
         (7) 

According to (7), we can calculate the average network 
delay of the sub-queueing network in WSNs. 

IV. ALGORITHM DESIGN 

A. Approximate iterative algorithm for packet arrival rates 

The data transfer between each node is mutual in the 
queueing network for wireless sensor networks. Therefore, 
the calculation for the packet arrival rate of a previous node 
may be used as the unknown packet arrival rate of earlier 
computing nodes. In a lot of practical application and 
engineering experiments, we found that when a node 
communication of WSNs enters into a stable state, the 
average packet arrival rate of node tends to be a constant 
value. We designed an iterative method, which shown in 
Algorithm 1. We set initial values to the network status, and 
then gradually revise the last time packet arrival rate by our 
iterative method. In the end, a system of approaching the 
equilibrium was found. 

Algorithm 1 

Begin 

Step 1. According to transition probability, the 
connection for each node was obtained in the queueing 
network model. External packet arrival rates e

j (j is a 

node number of arrival node) are determined.  
Step 2. Initialize total packet arrival rates 0

i  (i is a node 

number in the network) of the n nodes. 
Step 3. For queue j in queueing network, the total packet 
arrival rate can be calculated as follows: 

=1

m
e

j j i
i

p       ij

0
ij

                       (8) 

According to the connection of each node in the 
queueing network model of Step 1, create the following 
constraints: 

1

=1

m
e

j j i
i

p                              (9) 

       5

[Downloaded from www.aece.ro on Monday, February 12, 2018 at 03:56:38 (UTC) by 125.70.148.55. Redistribution subject to AECE license or copyright.]



Advances in Electrical and Computer Engineering                                                                      Volume 11, Number 2, 2011 
 

Using the results of (9), the next node of the packet 
arrival rate is calculated as Equation (10) shows 

1 1
1 1

1

j m
e

j j i ij i
i i j

p    
  

   
1

0
ijp          (10) 

Thus the total packet arrival rates of nodes are 
calculated. 
Step 4. We use 1

j  to amend the internal packet arrival 

rates for every node, where j denotes node number.  
Step 5. If the difference between the internal packet 
arrival rates for two computing tasks (before and after) 
is less than a certain value, then go to Step 6. Otherwise 
jump to Step 3 followed by iterative calculation. 
Step 6. Return the total packet arrival rate of each node 

j
 (where   is the number of iterations). 

End 

B. Path pre-selection algorithm 

The number of nodes required for a WSN that consists of 
an open queueing network is very large. If we need to 
calculate the time delay of each node and then determine the 
optimal path, computation will be extensive.  

Algorithm 2 

Begin 
Step 1. The connection of each node is obtained 
according to the transition probability of a queueing 
network model, as well as that of the network reaching 
and transferring figure. 
Step 2. Packets leaving from the node i with external 

arrival rate 
e

i to node j through the queueing network. 

On the basis of the following rules start building the 
search tree from node i . 

Step 2.1. Node i is the root node. 
Step 2.2. According to node transition relationship, 

add the leaf node. 
Step 2.3. For sub-tree generated by non-sink node, if 

two node numbers, which leaf node and its parent node 
and sibling node of parent node are same, this leaf node is 
invalid. 

Step 2.4. The leaf node is deleted. Before searching the 
destination node j, if the non-sink node is not added, go 
back to Step 2.2; otherwise, go to Step 2.5. 

Step 2.5. When sink node k is met, node k becomes the 
root of the sub-tree, go to Step 2.2 until non-sink nodes 
are completed to add. 

Step 2.6. The sub-tree generated by sink node k is 
inserted into the main tree of the root as node i. 
Step 3. The resulting search tree is completely traversed 
from the root node i. Thus, all the paths to reach node j 
are obtained. 
Step 4. According to the node service rate as the weight, 
comparison of the output paths is to remove the path with 
redundant nodes. 
Step 5. The pre-selection paths from node i to node j in a 
queueing network take to be output. 
End 
 
Especially for a large queueing network model, clusters 

and other high performance processors may be used to 

complete the computing task. Therefore, we pre-selected the 
paths between source node and destination node before 
calculating the path delay, as shown in Algorithm 2. 

V. NUMERICAL RESULTS 

A. Task analysis and modeling 

We conduct a case study of WSNs for monitoring 
temperature. The network topology is shown in Figure 3. 
The wireless sensor network is divided into two clusters. 

In cluster 1, node 11 and node 12 are arrival nodes, nodes 
13, 14, 15 and 16 are transmission nodes, and node 1 is the 
sink node which is responsible for communications with the 
inner cluster nodes and adjacent cluster node 2. In cluster 2, 
node 21 and node 22 are transmission nodes, nodes 23, 24, 
25 and 26 are leaving nodes, and node 2 is the sink node 
which is responsible for communications with the inner 
sensor nodes and adjacent sink node 1. 

 
 

 
Figure 3. Topology of a wireless sensor network 

 
The transfer of data packets r between each node for 

temperature monitoring is analyzed, and data transition 
probabilities between each node are obtained. According to 
the network structure, topology and data transfers can be 
obtained through an open queueing network model with the 
transition probability, as shown in Figure 4. In the figure, 
the connection line with arrow means the direction of data 
flow, and the numbers on the line indicate transition 
probability. 

  

 
Figure 4. Queueing network model of the WSN 

B. End-to-end delay calculation and path analysis 

The external packet arrival rate of node 12 is 15 packets 
per second, and the external packet arrival rate of node 13 is 
10 packets per second. According to algorithm 1, 
convergent λ11, λ , …, λ , λ , λ , λ , …, λ , and12 16 1 21 22 26  λ2 are 
obtained. The packet arrival rate transfer matrix (11) is 
obtained as follows.  
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0 5.518 0 0 0 8.276 13.794 0 0 0 0 0 0 0

4.622 0 4.622 0 0 0 13.865 0 0 0 0 0 0 0

0 1.241 0 3.724 0 0 7.448 0 0 0 0 0 0 0

0 0 1.442 0 2.883 0 5.766 0 4.325 0 0 0 0 0

0 0 0 3.068 0 1.524 6.136 4.602 0 0 0 0 0 0

1.616 0 0 0 4.848 0 9.696 0 0 0 0 0 0 0

6.350 6.350 6.350 6.350 6.350 6

ij   

.350 2.540 0 0 0 0 0 0 22.859

0 0 0 0 1.260 0 0 0 2.520 0 0 0 3.779 5.039

0 0 0 1.274 0 0 0 2.549 0 3.823 0 0 0 5.097

0 0 0 0 0 0 0 0 1.646 0 2.469 0 0 1.646

0 0 0 0 0 0 0 0 0 1.877 0 2.503 0 1.252

0 0 0 0 0 0 0 0 0 0 2.390 0 1.792 1.195

0 0 0 0 0 0 0 1.195 0 0 0 1.793 0 4.780

0 0 0 0 0 0 4.252 4.252 4.252 6.378 7.654 7.654 6.378 1.701

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 (11) 

Nodes of different types have different service rates. The 
service rate of arrival nodes and leaving nodes is 20 packets 
per second, and the service rate of transmission nodes is 30 
packets per second. The service rate of sink nodes is 60 
packets per second. With this information, we can calculate 
any queueing path delay in the wireless sensor network. For 
the large number of queues in the network path, if the delay 
of each path is to be calculated, the computing task is very 
huge. We need first to pre-select the path using Algorithm 2. 
The paths starting from node 11 are listed as follows. The 
delay analysis for paths starting from node 12 is omitted 
here due to space limit.  

From node 11 to node 23: 
P1:(11→1→2→23) 
P2:(11→1→14→22→23) 
P3:(11→1→15→21→26→25→24→23) 
P4:(11→12→13→14→22→23) 
P5:(11→16→15→14→22→23) 
P6:(11→16→15→21→22→23) 
P7:(11→16→15→21→2→23) 
P8:(11→16→15→21→26→25→24→23) 

From node 11 to node 24: 
P1:(11→1→2→24) 
P2:(11→1→15→21→26→25→24) 
P3:(11→1→14→22→23→24) 
P4:(11→16→15→21→22→23→24) 
P5:(11→16→15→21→26→25→24) 
P6:(11→16→15→21→2→24) 
P7:(11→12→13→14→22→23→24) 

From node 11 to node 25: 
P1:(11→1→2→25) 
P2:(11→1→15→21→26→25) 
P3:(11→16→15→21→2→25) 
P4:(11→16→15→21→26→25) 

From node 11 to node 26: 
P1:(11→1→2→26) 
P2:(11→1→15→21→26) 
P3:(11→1→14→22→21→26) 
P4:(11→16→15→21→26) 

The delays of the above paths are compared in Figure 5. 
As can be seen from Figure 5, the path P1 leaving from 

node 23 occupies the shortest delay, and P2 comes second. 
If the communication between sink node 1 and sink node 2 
is blocked, we can consider using path P2 as the 
transmission path. The path P1 leaving from node 24 
occupies the shortest delay, and other paths P3 and P6 have 

similar delays. In practical applications, we can make path 
P1 as a high priority path, and paths P3 and P6 as auxiliary 
transmission paths. The path P1 leaving from node 25 
occupies the shortest delay, which can be taken as the 
preferred path to transfer data. Among other paths, paths P2 
and P3 are relatively shorter. When the communications 
between sink nodes 1 and 2 are blocked, we can consider 
using the path P2 or P3 as the transmission path. Path P1 
leaving from node 26 occupies the shortest delay. P2 is the 
second transmission path for standby. When the 
communication between sink nodes 1 and 2 is blocked, we 
can consider using path P2 as the transmission path. 
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Figure 5. Delays of paths starting from node 11 

 
It is clear from the above analysis that the communication 

between the sink nodes is the main mode of information 
transfer between the clusters and other preferential nodes as 
a secondary priority communications.  

C. Calculation of average delay 

The average delay of a queueing network is an important 
indicator to measure the integrated processing of all nodes in 
the system. The 8 sub-queueing networks are composed of 
paths starting separately from node 11 and node 12 to reach 
nodes 23, 24, 25 and 26, then leaving the path. Using the 
method for calculating the average delay of a queueing 
network in subsection III(C), the sub-queueing networks 
with the various M paths are calculated. The delay 
comparison is shown in Figure 6. 

 
 

0

0.05

0.1

0.15

0.2

0.25

S
ub

-q
ue

ue
in

g

ne
tw

or
k 

de
la

y

starting
from node11

starting
from node12

to node23

to node24

to node25

to node26

 
Figure 6. Average network delay comparison of each sub-queueing 
networks 

 

As can be seen from Figure 6, the path of starting from 
node 11 to reach node 26 occupied the shortest delay. The 
path starting from node 12 to reach node 23 occupied the 
shortest delay. Therefore, the path starting from node 11 to 
reach node 26, and then leaving the path can be the 
preferred path to transfer data. In other cases, the path 
starting from node 12 to reach node 23, and then leaving the 
path can be the preferred path to transfer data in traffic 
routing of wireless sensor network for monitoring 
temperature. 
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VI. CONCLUSIONS 

This paper has presented a method of modeling and delay 
analysis for WSNs based on open queueing network. Based 
on the principles of data transmission of WSNs, an open 
queueing network model is established. Using that model, 
an approximate iterative algorithm is designed to calculate 
node packet arrival rate, when the system communication is 
stable. As the dimensions of WSNs are very large, the 
calculation is very difficult if the end-to-end delay of each 
path in the queueing network is to be calculated. In order to 
speed up the calculation, we have designed the pre-selection 
algorithm based on a path search tree. The redundant paths 
are removed according to node service rate as weight value. 
Thus, the number of pre-selecting paths is much smaller 
than the number of actual paths in the wireless sensor 
network. Using the analysis method of end-to-end delay for 
pre-selecting paths, the optimal path and sub-optimal paths 
are obtained. Finally, the average delay of sub-queueing 
networks which are composed of pre-selecting paths is 
calculated, and the sub-queueing network with optimal 
average queueing delay is obtained. This work provides an 
effective solution, which could help in the selection of a data 
transmission path for large-scale WSNs, and increase the 
data transmission efficiency of WSNs. 

The queueing network model of a single-server M/M/1-
type system for WSNs is discussed in this paper. A multi-
server situation (i.e., a node with multiple parallel 
processors, for example, the sink node in a multiple-server 
M/M/m-type system) will be explored in future work, as 
well as dealing with the blocking between nodes.  
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