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ABSTRACT
We review the emerging concept that changes in cellu-
lar bioenergetics concomitantly reprogram inflamma-
tory and metabolic responses. The molecular pathways
of this integrative process modify innate and adaptive
immune reactions associated with inflammation, as well
as influencing the physiology of adjacent tissue and or-
gans. The initiating proinflammatory phase of inflamma-
tion is anabolic and requires glucose as the primary
fuel, whereas the opposing adaptation phase is cata-
bolic and requires fatty acid oxidation. The fuel switch
to fatty acid oxidation depends on the sensing of AMP
and NAD� by AMPK and the SirT family of deacetylases
(e.g., SirT1, -6, and -3), respectively, which couple in-
flammation and metabolism by chromatin and protein
reprogramming. The AMP-AMPK/NAD�-SirT axis pro-
ceeds sequentially during acute systemic inflammation
associated with sepsis but ceases during chronic in-
flammation associated with diabetes, obesity, and ath-
erosclerosis. Rebalancing bioenergetics resolves in-
flammation. Manipulating cellular bioenergetics is iden-
tifying new ways to treat inflammatory and immune
diseases. J. Leukoc. Biol. 92: 499–507; 2012.

Introduction
Inflammation is an evolutionarily conserved, coordinated re-
sponse to harmful stimuli, with a goal of returning to homeo-
stasis [1]. Thus, the inflammatory response has a unifying pur-
pose encoded in the germline: protection and restoration. The
cellular and soluble components of innate and adaptive immu-

nity fulfill this purpose, during which a typical inflammatory
response progresses from a proinflammatory to an adaptive
phase and eventually restores homeostasis.

Emerging data support that switches in bioenergy inextrica-
bly link metabolism with inflammation and immunity to pro-
tect cells and organisms and to restore homeostasis [2]. As a
result, metabolic polarity exists between the anabolic proin-
flammatory phase, which requires glycolysis to meet the rapid
demands for high energy during the early response to a
threat, and the catabolic adaptation phase, which depends on
fatty acid oxidation to heal and restore homeostasis [3, 4].
The adaptation phase has been variously called a compensa-
tory anti-inflammatory response or endotoxin tolerance, but
the term “adaptation phase” better reflects this complex repro-
gramming state for inflammatory and metabolic signaling
pathways and genes. During acute systemic inflammatory dis-
eases, such as sepsis, the polarity is sequential and predictable,
shifting from the proinflammatory phase to the adaptation
phase, whereas in chronic inflammatory diseases, such as dia-
betes, obesity with metabolic syndrome, and atherosclerosis,
the proinflammatory phase dominates and persists, unless
there are external changes in nutrition and bioenergy require-
ments [5]. Importantly, the adaptation phase of acute systemic
inflammation from sepsis is associated with immunosuppres-
sion of innate and antigen-specific acquired immunity.

The interplay of cellular bioenergetics, metabolism, and in-
flammation occurs in innate and adaptive immune responses
associated with inflammatory diseases, and similar changes may
occur in organ-specific tissues. Prime examples of this inte-
grated relationship and its distinctions occur during the acute
systemic inflammatory response associated with sepsis and dur-
ing chronic inflammatory responses characteristic of obesity
with metabolic syndrome and atherosclerosis. Fig. 1 illustrates
the distinctions between acute systemic inflammation and
chronic inflammation in two graphs. Fig. 1A depicts the shift
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of the acute systemic inflammatory response from a proinflam-
matory phase to an adaptation phase, and Fig. 1B depicts the
inflexibility of a sustained proinflammatory phase of chronic
inflammatory diseases. Here, we review how bioenergy sensing
sequentially coordinates shifts of metabolism with the conver-
sion of the proinflammatory phase to the adaptation phase
during acute systemic inflammation and in contrast, how this
transition is unsuccessful in chronic inflammation, where the
process remains a proinflammatory phase, unless there is an
intervention. We divide our discussion into the following com-
ponents: 1) reprogramming inflammatory genes; 2) repro-
gramming glycolysis and fatty acid oxidation metabolic path-
ways during inflammation; 3) connecting cellular bioener-
getics with energy sensors; 4) illustrating how bioenergy
sensing integrates switches in metabolism and inflammation
to generate clinical phenotypes; and 5) identifying chal-
lenges, opportunities, and questions derived from this uni-
fied concept.

REPROGRAMMING INFLAMMATORY
GENES

Acute inflammation
As described in ancient writings, acute inflammation starts
abruptly and usually resolves [6]. During acute inflammation,
mild or strong stimulation of TLR4 by severe trauma in hu-
mans reprograms �80% of the protein-encoding genome of
human blood leukocytes [7]; expression of �50% of these
genes increased, and 50% decreased. Remarkably, this broad
response varied only in duration, which was determined by the
magnitude of the environmental stress. The same 80% of
genes were reprogrammed even after a small dose of endo-
toxin administered i.v. to humans. This important study shows
the breadth of gene programming after an acute inflammatory
response and emphasizes that inflammation reprogramming is
determined epigenetically.

The proinflammatory phase of reprogramming induces
gene products such as TNF-� and IL-1� and then represses
genes that ignited the proinflammatory phase and reprograms
many other sets of genes to support the adaptation phase [8],
which lasts much longer than the initiating proinflammatory-
phase response before inflammation resolves to homeostasis
[9]. The switch from the proinflammatory phase to the adap-
tation phase cannot be identified clinically, which provides
one reason why early sepsis trials using a variety of anti-inflam-
matory approaches failed [10].

Acute inflammation ignites after TLRs and other sensors,
such as complement or antibody receptors, react to danger
[11]. Until then, the rapid-response proinflammatory genes
maintain a poised chromatin state, wherein RNA polymerase II
is terminated prematurely, and the proximal promoters re-
main epigenetically silenced [12]. Sensing a threat rapidly re-
moves the repressor complex to prompt the broad response of
innate myeloid-derived monocytes and neutrophils—as well as
Teffs—whose signaling paths converge on chromatin to initi-
ate inflammation’s epigenetic reprogramming [8]. The rate-
limiting signals for igniting the acute systemic inflammatory
phase include p65, stress kinases (e.g., ERK, JNK, p38), and
protein methylases and acetyl transferases. During acute sys-
temic inflammation— and likely, acute local inflammation—
the proinflammatory-phase response switches within hours to
the adaptation phase, which opposes many acute cellular re-
sponses. This shift is determined epigenetically. First, p65 pro-
moter binding at proinflammatory-phase genes (e.g., TNF-�
and IL-1�) is deactivated by deacetylation and degradation
[13, 14]. A second feature of the switch requires de novo syn-
thesis NF-�B member RelB, which binds to NF-�B p50 dimers
and replaces p65 [15–18]. Continued RelB expression sustains
the adaptation phase by directly assembling and stabilizing fac-
ultative (reversible) heterochromatin to silence proinflamma-
tory-phase genes (e.g., TNF-� and IL-1�) but activate eu-
chromatin at adaptation-phase genes [19] (e.g., I�B�). Im-
portantly, chromatin silencing can be reversed by removing
RelB or other members of the facultative heterochromatin
repressor complex (e.g., histone and methyltransferases and
structural proteins) [20]. These modifications in chromatin
structure are not isolated, as many other repressor proteins
in the cytosol and nucleus assure the adaptation phase [21].
Fig. 2A depicts a simplified scheme of the epigenetic switch
between the pro- and adaptation phase in acute systemic
inflammation.

Chronic inflammation
Fig. 1A and B highlights a distinction between acute and
chronic inflammation, where acute systemic inflammation in
survivors can eventually subside after the adaptation phase, but
chronic inflammation sustains a waxing and waning proinflam-
matory phase. This does not mean that phase polarity is totally
absent in chronic inflammation, as mixtures of dominating
proinflammatory-phase M1 macrophages and activated Teffs
coexist with low levels of adaptation-phase M2 macrophages
and suppressor Tregs in adipose tissue of obese diabetics [22–
26] and in atherosclerosis lesions [27]. However, the two
phases occur in cells located in different anatomical regions of

Acute systemic inflammation (e.g., sepsis)A
Pro-inflammatory 

phase
Adaptation

phase
Resolution

phase phase

Chronic inflammation (e.g., obesity, atherosclerosis)B
Sustained pro-inflammatory phase without adaptation or resolution

Figure 1. Inflammation processes. (A) Acute systemic inflammation
switches from the proinflammatory phase to the adaptation phase and
eventually progresses to resolution. (B) Chronic inflammation sustains
a proinflammatory phase.
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the pathologic tissue. In contrast, others and our studies of a
THP1 cell promonocyte model of TLR4-dependent polarity
and changes in sepsis blood leukocytes support a linear trans-
formation from proinflammatory phase to adaptation phase
during acute systemic inflammation [5, 8]. That linear
changes in phases can occur sequentially within the same cell
is also supported by recent reports showing that a single quies-
cent cell can be the progenitor for polarity in phenotypes [28,
29]. Still, the polarity between the proinflammatory phase and
the adaptation phase associated with sepsis may differ in vivo
and distinct phenotypes of proinflammatory and adaptation
phase, where monocytes, neutrophils, and T cells may coexist
in blood during sepsis. One explanation for in vivo heteroge-
neity of circulating phenotypes is that bone marrow or spleen
cells exist in distinct phases that enter the circulation and tar-
get tissues. In any event, the unrestrained and persistent proin-
flammatory phase of chronic inflammation is distinct from
acute inflammation, and the mechanisms responsible for this
are unknown.

Another difference between acute and chronic inflamma-
tion is “flame” intensity. What makes chronic inflammation
simmer, and why has evolution not adapted to simmering by
switching to an adaptation phase to restore homeostasis?
Growing reports clarify that proximal sensing and signaling
mechanisms for inducing chronic inflammation may differ
from those igniting acute inflammation. For example, extracel-
lular sensors of fatty acids or very low doses of circulating gut-
derived endotoxin may generate distinct signaling paths to
chromatin reprogramming. A reported example is that macro-
phages, sensing very low concentrations of endotoxin, bypass
NF-�B pathways, using an alternative route that accentuates
subsequent TLR4 responses [30]. This distinct path for prim-
ing macrophages with low-dose endotoxin requires that IL-1R-
activating kinase selectively displaces repressor nuclear recep-
tors and activates C/EBP� and IKK�.

REPROGRAMMING GLYCOLYSIS AND
FATTY ACID OXIDATION METABOLIC
PATHWAYS DURING INFLAMMATION

Many studies of acute or chronic systemic inflammatory dis-
eases now support that the proinflammatory phase and the
innate and adaptive immune effector responses depend on
glucose as fuel and that the adaptation-phase responses of
both arms of immunity depend on fatty acid oxidation [3, 31–
33]. The principal metabolic pathways of glucose and fatty
acid oxidation that fuel the polarity of the proinflammation
phase and anti-inflammation phase are shown in Fig. 3. Early
glycolytic reprogramming provides a surge of ATP for anabolic
energy, which is generated under normoxia conditions,
thereby simulating the Warburg effect of glycolysis and re-
duced mitochondrial glucose oxidation typical of many cancer
cells [34]. It also occurs during hypoxia. Glycolysis also acti-
vates the pentose shunt to kill bacteria by NADPH oxidase and
to provide amino acids and fats for anabolism. The regulatory
components of amplified glucose fueling include increased
expression of Glut1, elevated expression of the series of glycol-
ysis regulatory genes, and disrupted mitochondrial glucose oxi-
dation by PDHK, which deactivates mitochondrial-located
PDH. This on and off switching, which limits mitochondrial
glucose oxidation, generates increased intracellular and extra-
cellular pyruvate and lactate [35]. The glycolysis surge and re-
duced glucose mitochondrial oxidation depend on HIF-1�,
which is stabilized by inactivating prolyl hydroxylase activity
and transactivated by the NF-�B and other signaling events
[36]. Thus, the pivotal HIF-1� and p65 pathways provide a
bridge for regulating inflammation and modifying glucose me-
tabolism. Increased glucose flux is essential to support transac-
tivation of DNA of host defense genes, such as TNF-� and IL-
1�, perhaps by increasing levels of acetate and acetyl CoA and
acetylation of nuclear regulators [37–39]. Importantly, in-
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Figure 2. Epigenetic reprogramming of inflammatory genes.
(A) Proinflammatory phase requires p65, and adaptation
phase requires RelB epigenetic silencing during acute sys-
temic inflammation. (B) Chronic inflammation does not deac-
tivate p65 nor develop an appropriate opposing adaptation
phase. Green, Quiescent state; red, proinflammatory phase;
blue, adaptation phase.
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creased glucose flux is absolutely required for immunocompe-
tent effector responses. This effective host defensive and proin-
flammatory-phase path generates ROS to kill microbes, but
ROS also injure proteins and DNA. Among essential organelles
damaged are mitochondria, which enter autophagic vacuoles
(mitophagy), leading to pronounced decreases in ATP and
mitochondrial mass [40, 41].

Metabolism also links with the adaptation phase of acute
systemic inflammation, but it is distinctly different, wherein
the critical HIF 1�-dependent glycolytic phase switches to in-
creased fatty acid oxidation and increased expression of
PGC-1� and -� [42, 43], and PGC-1� and/or -� support ex-
pression of NRF1 and -2), which transactivate multiple mito-
chondrial structural and OXPHOS genes used in mitochon-
drial biogenesis and respirator physiology [44]. This coupled
sequence occurs during animal and human sepsis [45, 46] and
when M2 alternative adaptation-phase-like macrophages are
generated in vitro by IL-4 [47, 48]. Importantly, PGC-1� and
-� also control expression of the genes used for fatty acid oxi-
dation and mitochondrial biogenesis [49]. Thus, the resulting
adaptation phase in macrophages exists in a catabolic state of
low-energy requirements [50] with fatty acids as the predomi-
nant fuel. Recent data support that metabolic polarity during
acute and chronic inflammation also characterizes the shift
from glycolytic Teffs, such as T17 cells, to fatty acid oxidative
repressor T cells, such as Tregs and antigen-tolerant Th1 T
cells [51, 52]. Together, emerging data define a new para-
digm, in which a unifying mechanism regulates innate and

acquired immunity, inflammatory and immune polarity to bal-
ance effector and adaptation responses.

The concept for the M2 alternative macrophage, which has
adaptation-phase characteristics, was identified in chronic in-
flammation associated with obesity, where M1 proinflamma-
tory-phase and M2 alternative adaptation-phase-like macro-
phages coexist in inflamed adipose tissue [24, 53]. Proinflam-
matory-phase M1 cells and Teffs aggregate in hypoxic and
necrotic areas containing large adipocytes, whereas adaptation-
phase cells are located near normal-appearing fat cells and
connective tissue. Apparently, local environmental differences
inform the two phenotypes. It is not known what proportion
of the M1 and M2 phenotypes and Teffs and Tregs comes
from blood and/or is generated within the site of chronic in-
flammation. However, it is clear that the proinflammatory
phase of diabetic or atherosclerosis states persist for months or
years, as compared with days to weeks, for acute inflammation.
It is also known that the proinflammatory phase of innate and
immune T cells requires the HIF-1�-dependent glycolytic path,
which with transactivated p65, promotes proinflammation of
diabetes and atherosclerosis [54, 55]. Glucose intolerance and
liver and cardiac steatosis in mice can be reduced by increas-
ing expression of PGC-1�, which switches the glycolysis-depen-
dent proinflammatory phase to the fatty acid-dependent adap-
tation phase [56, 57]. Thus, growing evidence indicates that
the proinflammatory-phase immunocytes of chronic inflamma-
tion are “suspended” in a glycolytic and low mitochondrial glu-
cose oxidation state, accompanied by elevated ROS and dys-
regulated mitochondrial biogenesis [58].

CONNECTING CELLULAR
BIOENERGETICS WITH ENERGY
SENSORS

Bioenergy balance between AMP and ATP and oxidized NAD�

and reduced NADH inform many cellular functions associated
with inflammation and metabolism, including intracellular sig-
naling pathways, nuclear transcription factors, and chromatin
structure [59]. Increases in ATP production and NADH forma-
tion decrease the ratios of AMP/ATP, and NAD�/NADH oc-
curs during the early proinflammatory-phase response of in-
nate and adaptive immunity effector responses. During the
switch from the proinflammatory and proimmune phase to the
adaptation phase, elevated ratios of AMP/ATP and NAD�/
NADH and/or the de novo generation of NAD� become piv-
otal regulators of cellular metabolism. In animals, NAD� pro-
duction is controlled primarily by the rate-limiting enzyme,
Nampt, which is expressed as iNampt and eNampt [60], in-
duced by AMP sensor AMPK [61]. Surprisingly eNampt has
proinflammatory-phase properties and provides an extracellu-
lar source of NAD� [62]. Changes in iNampt provide the rate-
limiting intracellular step for producing intracellular NAD�.
The Nampt pathway for NAD� synthesis during acute systemic
inflammation is depicted in Fig. 4. Important features of
NAD� biosynthesis, in addition to generating NAD�, include
NMN production and activation of NMNAT, which occurs in
three forms that translocate in distinct regions within cells
(nucleus, Golgi complex, and mitochondria) to provide com-
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Figure 3. Metabolic regulation of inflammation. The proinflammatory
phase requires HIF-1�-dependent glycolysis, and adaptation phase re-
quires PGC-1-dependent fatty acid oxidation and mitochondrial bio-
genesis. Red, Proinflammatory phase; blue, adaptation phase. PFK1,
Phosphofructokinase-1; PK, pyruvate kinase; Ac-CoA, acetyl CoA; TCA,
tricarboxylic acid; ACS, acyl-CoA synthetase; CPT-1, carnitine palmi-
toyltransferase 1.
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partment-specific production of NAD� [59]. NAD�, generated
by iNampt and eNampt, is critically important for regulating
the metabolic requirements of inflammation, as well as repro-
gramming expression of genes encoding mediators of inflam-
mation.

The importance of NAD� in cell biology markedly ex-
panded after the discovery of the Sir2 family [63]. By sensing
NAD�, these proteins function as deacetylases that reverse the
transactivating acetylation of proinflammatory-phase genes and
metabolic enzymes used in glycolysis [64]. Sir2, the founding
SirT member of Class III deacetylases, was identified in yeast at
heterochromatin loci. There are seven members of the Sir2
family in mammals. Three of these, SirT1, SirT3, and SirT6, by
NAD� bioenergy sensing are emerging as providing a critically
important, proximal axis for regulating metabolism and in-
flammation [65]. SirT1 and -6 are most prominent in the nu-
cleus and influence gene programming by modifying tran-
scription factor competence and silencing genes by promoting
heterochromatin formation. Examples of nuclear regulation of
genes controlling inflammation and/or metabolism include
the direct deacetylation and deactivation of p65, histone H4
deacetylation, and increased expression and promoter loading
of RelB dual chromatin modifier of SirT1 [66], which also
partners with AMPK, preceding SirT deactivation of proinflam-
matory-phase genes. SirT6 deacetylates histone H3 lysine 9 to

promote silent chromatin at NF-�B-dependent genes [67].
Thus, SirT1 and SirT6 bridge bioenergy shifts with reprogram-
ming of inflammatory genes. Importantly, SirT 6 also is an es-
sential regulator of glucose metabolism, and SirT6 knockout
mice die from hypoglycemia [68]. To control glycolysis, SirT6
deacetylates histone H3K9 and silences multiple genes sup-
porting glycolysis, thereby opposing HIF-1� induction of glyco-
lysis [69]. SirT3, by contrast, is primarily located in mitochon-
dria, where it senses compartment-specific increases in NAD�

and deacetylates multiple mitochondrial proteins linked to me-
tabolism and inflammation [70, 71]. Among these are
LCADH, which is required for fatty acid � oxidation; mnSOD,
which counters ROS; isocitrate dehydrogenase, which supports
the citric acid cycle; and members of the electron transport
Complexes I and III. Not surprisingly, SirT-3, and -6 are tightly
regulated by transcription, microRNA-directed mRNA degrada-
tion, and translational and post-translational degradation [4].
PGC-1� supports increased expression of SirT1 and of SirT3,
and SirT1 regulates SirT6 [72, 73]. AMPK and NAD� as a co-
factor for SirTs meet all of the preliminary requirements for a
cell physiology coordinating system. Fig. 5 depicts how AMPK,
SirT1, -3, and -6 bioenergy sensors can modify cell function.

ILLUSTRATING HOW BIOENERGY
SENSING INTEGRATES SWITCHES IN
METABOLISM AND INFLAMMATION TO
GENERATE CLINICAL PHENOTYPES

Accumulating data support that bioenergy sensors couple me-
tabolism with inflammation to switch physiologic and clinical
phenotypes. During acute systemic inflammation of sepsis, bio-
energy shifts rapidly follow TLR stimulation. With the surge of
glycolysis and induction of proinflammatory-phase genes, there
are increases in glycolysis-induced ATP, reductions in ATP de-
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Figure 5. Bioenergy sensing by SirTs and AMPK regulate mitochon-
drial respiration, mitochondrial biogenesis, glycolysis, and fatty acid
oxidation.

Ignition of inflammation

NADH>NAD

Ignition of inflammation

Pro-inflammatory phase

ATP AMP

ATP

y p

ATP, AMP

AMPK
Adaptation phase

iNAMPT eNAMPT

NAM

NAM NMN External NMNSalvage pathway

NAD+

Figure 4. NAD� generation by rate-limiting NAMPT. Red, proinflam-
matory phase; blue, adaptation phase.

Liu et al. Inflammation, bioenergy, and metabolism

www.jleukbio.org Volume 92, September 2012 Journal of Leukocyte Biology 503



rived from glucose oxidation, and direct disruptions of the
electron transport chain by NO [74–76]. An accompanying
increase in AMP supports activation of AMPK, inducing ex-
pression of Nampt and increases NAD� [77], which can
prompt SirT1 to coordinate the switch from the proinflamma-
tory phase to the adaptation phase [78]. We discovered that
NAD� informs chromatin to switch from the proinflammation
phase to the adaptation phase in a THP-1 promonocyte sepsis
cell model and in human sepsis leukocytes [66]. To initiate
this process, NAD� sensor (SirT1) deacetylates and deactivates
p65 and deacetylates euchromatin histone H4. SirT1 then sup-
ports de novo RelB expression and promotes its binding to the
TNF-� and IL-1� promoters, where RelB assembles a silencing
complex of facultative heterochromatin [8], as discussed previ-
ously. To sustain the adaptation phase, RelB, SirT1, and
Nampt levels increase. This NAD�-dependent pathway is gene-
specific and does not modify expression of adaptation-phase
gene I�B�. Importantly, depleting NAD�, SirT1, or RelB re-
verses the facultative heterochromatin state, which silences
proinflammatory-phase TNF-� and IL-1� [15, 20]. SirT1 also
induces SirT6, which limits expression of HIF-1� target glycoly-

sis genes, and reduces glucose fueling. Interestingly, RelB may
repress HIF-1� transcription, which is responsible for en-
hanced glycolysis [79], perhaps by the same epigenetic process
that silences TNF-� and IL-1� [8]. The switch from the proin-
flammatory-phase response to the adaptation phase also in-
creases expression of PGC-1� and -�, which are directly acti-
vated by SirT1 [80]. PGC-1� and -� regulate fatty acid oxida-
tion and promote mitochondrial biogenesis, which is needed
to restore homeostasis. The duration of the adaptation phase,
which is immunosuppressive during sepsis, depends on the
magnitude of the danger and amount of energy needed to
defend the host from the initial threat [7]. Ultimately, bioen-
ergetics, glucose oxidation, and fatty acid oxidation are rebal-
anced and the flame quenched. SirT1 also regulates sepsis res-
olution [81]. However, evidence in rats supports that epige-
netic marks may persist for months after sepsis is clinically
resolved [82]. The integrative pathways and network of bioen-
ergy, metabolism, and acute systemic inflammation are de-
picted in Fig. 6A.

The phase shifts of acute systemic inflammation appear lin-
ear and involve innate and adaptive immunity. As discussed
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previously, this contrasts with chronic inflammation of dis-
eases, such as obesity and atherosclerosis, which remain in a
proinflammatory phase, where M1 proinflammatory macro-
phages and Teffs predominate over M2 adaptation-phase-like
macrophages and T cell-derived suppressor cells. Under these
conditions, HIF-1� induces increased glycolysis in M1 cells and
Teffs, and PGC-1 increases in fatty acid oxidation in M2
adaptation phase and Tregs. Another important distinction
between the proinflammatory-phase and adaptation-phase phe-
notypes is seen during chronic inflammation associated with
obesity. M1 proinflammatory macrophages have repressed lev-
els of AMPK, Nampt, NAD�, SirT1, and PCG-1, whereas the
adaptation-phase M2 macrophages have enhanced levels of
these gene products [58, 83, 84]. In other words, the critical
bioenergy sensors that support the switch from the proinflam-
matory phase to the adaptation phase during acute inflamma-
tion apparently are unavailable to the M1 macrophage and
Teffs of chronic inflammation, although they are available to
generate M2 macrophages and Tregs in different areas of in-
flamed adipose tissue. Thus, the bioenergetics of chronic in-
flammation is complex and varies within different tissue re-
gions. The arrested proinflammatory phase in M1 and Teffs
associated with chronic inflammation is depicted in Fig. 6B.
This figure does not show the minority population and M2
macrophages and Tregs, which reflect gene expression and
metabolic patterns of the adaptation phase.

Recent data further support the bioenergy network concept
in chronic inflammation, in that SirT1 expression in adi-
pocytes regulates the polarity in obese mice [58]. Although
the roles of SirT6 and SirT3 are poorly defined in acute or
chronic inflammation, it is likely that both are critical for
switching from the proinflammatory phase to the adaptation
phase. In support of this are studies showing that liver-specific
SirT6 knockout mice have chronic hepatic steatosis associated
with chronic inflammation [85]. We speculate that SirT6-medi-
ated balance of HIF-1�-induced glycolysis is compromised in
chronic inflammation and thereby limits the switch to an ad-
aptation phase [86].

Fig. 6 emphasizes how important mitochondria are for link-
ing the processes of inflammation and metabolism. Mitochon-
drial glucose oxidation is reduced during the proinflamma-
tory-phase response of acute systemic inflammation and during
chronic inflammation. Mitochondria apparently cannot switch
to fatty acid oxidation during chronic inflammation. Little is
known about the molecular features of the SirT bioenergy axis
in mitochondria during acute or chronic inflammation, al-
though mitochondrial physiology links to both states, and mi-
tochondrial biogenesis plays a critical role in restoring homeo-
stasis in acute systemic inflammation from sepsis. Mitochondrial-
specific SirT3 likely coordinates metabolism and
inflammation concomitant with other SirT, as SirT3 protects
against ROS by activating mnSOD, enhances the citrate cy-
cle, and activates LCADH, which is required for fatty acid
oxidation by mitochondria [70]. We expect that the net-
work of SirT1, -6, and -3 as bioenergy sensors in inflamma-
tion critically modifies mitochondria and that SirT3 and
perhaps other mitochondrial located SirTs, SirT4 and -5,

form a mitochondrial regulatory network that aligns with
inflammation resolution [87].

HIGHLIGHTS

• HIF-1� and p65 pathways converge to coordinate cellular
defenses and ignite inflammation by glucose fueling.

• PGC-1-induced fatty acid oxidation and mitochondrial bio-
genesis quench inflammation.

• NAD� sensors SirT1, -3, and -6 coordinate the switch be-
tween glucose and fatty acid oxidation during inflamma-
tion.

• The NAD� sensing network is dysregulated during
chronic inflammation.

IDENTIFYING CHALLENGES,
OPPORTUNITIES, AND QUESTIONS
DERIVED FROM THIS UNIFIED CONCEPT

Bioenergy coupling to metabolism and inflammation is emerg-
ing as a unifying concept for stress responses that should boost
designing new therapeutic agents. Clinical diseases that could
benefit from this unified concept include acute systemic in-
flammation from sepsis, blunt or burn trauma, and systemic
autoimmune diseases such as lupus erythematosis. Equal prom-
ise exists for better understanding and treating chronic inflam-
matory diseases, such as obesity with glucose intolerance or
diabetes, atherosclerosis, Alzheimer’s dementia, and acceler-
ated muscular disability during aging. However challenges in
applying this concept to new therapies will occur, as bioener-
getics and cellular nutrition and metabolism couple with pro-
inflammatory- and adaptation-phase phenotypes, and these
often coexist in the same host. To address this coexisting po-
larity, clinical phenotypic markers in blood and/or tissue are
needed, as clinical signs to identify phase shifts are insensitive.
Another challenge is that tissue specificities for bioenergy reg-
ulation are likely (e.g., heart, liver, and skeletal muscle), and
managing the double-edged sword of compromising the proin-
flammatory phase is treacherous.

There are also important unanswered questions: Do linear
shifts from the proinflammatory- to the adaptation-phase phe-
notype occur in the circulation and tissue? Does the presence
of coexisting proinflammatory and hypoinflammatory phago-
cytes and T cells indicate that they originate in bone marrow
and spleen? Why are proinflammatory-phase immunocytes of
chronic inflammation suspended in the glycolytic anabolic
state? Is mitochondrial biogenesis responsible for resolving the
adaptation phase? What are the bioenergy-driven changes in
mitochondrial physiology during inflammation, and what roles
do specific SirTs play? Will reversing the hypoinflammatory
state during sepsis by altering the bioenergy axis improve or
worsen outcomes? There is much to be learned about this new
paradigm of inflammation and metabolism reprogramming.
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