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1Abstract—This paper presents and investigates a new 

measurement-based approach in the identification of coherent 
groups in load buses and synchronous generators for voltage 
stability assessment application in large interconnected power 
systems. A hybrid Calinski-Harabasz criterion and k-means 
clustering algorithm is developed for the determination of the 
cluster groups in the system. The proposed method is 
successfully validated by using the New England 39-bus test 
system. Also, the performance of the voltage stability 
assessment algorithm using wide area synchrophasor 
measurements from the key synchronous generator in each 
respective cluster was tested online for the prediction of the 
system’s margin to voltage collapse using a testbed comprising 
of a Programmable Logic Controller (PLC) in a hardware-in-
the-loop configuration with the Real-Time Digital Simulator 
(RTDS) and Phasor Measurement Units (PMUs). 

 
Index Terms—Clustering method, machine learning, phasor 

measurement unit, power system stability, voltage stability. 

I. INTRODUCTION 

The continuous operation of power systems beyond their 
design limits due to load increase without a concomitant 
increase in generation and transmission capacities results to 
the operation of the power system in a stressed state. Thus, 
power system instabilities such as voltage instability/voltage 
collapse are inevitable. 

Voltage instability refers to the inability of the power 
system to maintain acceptable voltage levels at all buses in 
the system. This can be caused by the loss of voltage control 
and restriction to reactive power transfer to the critical buses 
in the reactive power deficit area [1-2].  

In order to prevent voltage instability/voltage collapse, it 
is necessary to have in place stability indices which can be 
used to monitor and provide situational awareness of the 
power system. This can be done by using bus/line 
loadability indices [3-5], or indices relating to reactive 
power reserve at the load or generator buses [2], [6-11]. 

Indices derived from the Reactive Power Reserves 
(RPRs) at the generators were shown to be effective for 
voltage stability assessment [2], [6-11], since the reactive 
power from synchronous generators is the primary source of 
voltage control in the power system. Thus, the availability of 
adequate level of the RPR is an indication that the system is 
stable and operating within acceptable system limits. 

Therefore, in order to adequately monitor voltage stability 
in a power system, it is necessary to determine the particular 
synchronous generator(s) providing voltage control at the 
load buses for various system operating conditions.  
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A set of generators providing voltage control for a set of 
critical load buses or area belongs to a coherent group, and 
functions as a Reactive Power Reserve Basin (RPRB) for 
those load buses [2]. This provides a less complex, but 
practical way of determining the state of the power system 
and its margin to voltage instability. 

The traditional application of coherency grouping in 
power system has been in the development of reduced order 
models for the decomposition of large power system models 
into smaller, less complex equivalent systems [12-15]. The 
use of reduced equivalent models allows power system 
analysis to be less complex, with less computational effort 
especially when a large number of scenarios need to be 
studied. Generator coherency analysis was used in [16-21] 
for transient stability studies. Other applications of 
coherency grouping include oscillation detection [22], 
vulnerability assessment [23], fault event location [24], etc. 
However, coherency grouping methods for reduced order 
models, transient stability studies, oscillation detection, 
vulnerability assessment, etc would fail when applied in 
voltage stability assessment because the sequence of events 
leading to power system oscillation or transient instability 
are different for voltage instability. Also, the system 
variables used in transient stability studies, oscillation 
detection, vulnerability assessment, etc are mainly generator 
speed, generator rotor angles, or other generator swing-
related variables. Exploratory simulations carried out by the 
authors have shown that these variables are poor indicators 
of voltage instability.  Furthermore, for the voltage stability 
assessment of a purely voltage stability condition, it is only 
at the unstable state (voltage collapse point) that generators 
tend to accelerate and swing against each other. However, 
control actions are usually unpredictable when implemented 
in the unstable region of the power system. Thus, the system 
must be monitored continuously and control actions should 
be initiated at the system ‘alert’ state before the system 
becomes unstable. 

Voltage stability assessment algorithms are used in the 
monitoring of power systems and detecting voltage stability 
threats. When the system tends towards voltage instability, 
timely remedial actions are taken to avoid instability. The 
Real-time Voltage Stability Assessment (RVSA) index 
proposed by the authors in [10] is based on the monitoring 
of variables derived from key generators in the power 
system. Coherency clustering of generators in a large 
interconnected power system can be used to provide an 
indication of the system’s margin to voltage instability. In 
this regard, the key generator in each cluster can be taken as 
representative of the primary RPR source for each Voltage 
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Control Area (VCA) in the power system.  
A literature survey carried out showed that very few 

literature exists on coherency grouping for voltage stability 
assessment. This is probably due to the complex nature of 
analyzing voltage instability and the mechanisms causing it 
such as system loading, the operation of Under-Load Tap-
Changer (ULTC) of transformers, the operation of Over-
Excitation Limiters (OXL), presence of dynamic loads, etc.  

An algorithm for clustering the generators in the system 
into RPR basins by using the Jacobian of the reactive power 
and voltage was described in [2]. The partitioning method 
by [25] is based on voltage variation at each load bus with 
respect to real power and reactive power variations at the 
other load buses. The real and reactive powers at the load 
buses of interest are related to the voltage level by 
computing the reduced Jacobian of the load flow.  

The generator coherency method proposed by [18] for 
transient stability study was modified by [26] and applied to 
generator coherency for voltage stability studies. The 
clustering method by [26] is also based on the reduced 
Jacobian matrix and modal analysis of the system load flow. 
A method based on sensitivities derived from the reactive 
power flowing in a line in relation to the reactive power 
injection at a load bus was suggested in [27]. The method 
considered in [28] made use of eigenvalues from modal-
analysis and the shuffled frog-leaping algorithm.  

The limitation of these existing methods is that 
computation of the reduced Jacobian is required for each 
load bus in the system. Also, the use of eigenvalues in the 
modal analysis requires multiple load flow studies for each 
operating point. This is rather time consuming for a large 
system. An assumption made by [28] is that the clustering 
needed to be done only once. However, a sequence of events 
can lead to cascading effects resulting to voltage instability 
of the power system. This combination of cascading 
disturbances would likely result to the formation of a group 
of clusters different from the original one. In addition, 
online wide area protection and control schemes would 
require fast real-time coherency analysis to be carried out. 
This is easily satisfied by using a measurement-based 
method. With the introduction of wide-area measurements 
from Phasor Measurement Units (PMUs), measurement-
based techniques have been suggested for application in 
coherency grouping in transient stability studies [20-21], 
dynamic vulnerability assessment [23], event location after a 
disturbance [24], etc. However, PMU-related hardware was 
not used by [20-21], [23-24]. Rather, assumptions were 
wrongly made that the time-domain simulation 
measurements from MATLAB/Simulink, SIMPOW®, DSA-
PowerTools (from Powertech Labs), etc are equivalent to 
the synchrophasor measurements from PMUs.  In reality, 
what distinguishes synchrophasor measurements from other 
measurement types include the measurement algorithm used 
in the estimation of the synchrophasors, type of filter, 
reporting rates, data transfer using Ethernet communication 
network, compliance to the measurement and performance 
requirements as specified in the IEEE C37.118 standard [29-
31], etc. 

From the foregoing, it can be seen that it is necessary to 
implement a clustering algorithm for application in voltage 
stability studies in real-time. Also, actual measurements 

from PMUs should be used in such research.  
The contributions of this paper include the following: 
(i) the online identification of the coherent load buses and 

generator groups for voltage stability assessment in large 
power systems, performed with reduced computational 
burden; (ii) the novel application of measurement-based 
clustering approach for voltage stability studies; (iii) the 
development of a hybrid Calinski-Harabasz criterion and k-
means algorithm to determine the optimal number of 
clusters before the application of the clustering algorithm; 
(iv) extension of the authors’ work [10] on the key generator 
principle to multi-area interconnected power systems, (v) 
the use of actual synchrophasor measurements synchronized 
to a GPS time source and streamed onto a communication 
network for load and generator clustering, and voltage 
stability assessment; and (vi) the implementation and testing 
of the proposed method using a lab-scale testbed. 

The rest of this paper is organized as follows: Section II 
presents an overview of the proposed method. The 
implementation of the proposed method is given in Section 
III. Section IV presents and discusses the results obtained. 
The conclusion of the paper is summarized in Section V.  

II. OVERVIEW OF THE PROPOSED COHERENCY-BASED 

METHOD 

The proposed coherency-based method involves the 
following algorithms: (a) A measurement-based hybrid 
Calinski-Harabasz criterion and k-means algorithm for 
clustering the load buses and the generators in the system 
into VCAs and RPRBs respectively; and (b) the extension of 
the authors’ work on real-time voltage stability assessment 
[10] to a multi-area power system 

A. Hybrid Clustering Algorithms 

Clustering is an unsupervised learning algorithm which is 
used to discover pattern within a set of objects. Thus, similar 
objects are grouped to the same cluster based on the 
similarities observed, with objects belonging to the same 
cluster sharing similar properties with one another. 
Conversely, objects belonging to different clusters share less 
similarities together. 

Clustering algorithms can be broadly classified into two 
types: (1) hierarchical algorithms; and (2) partitioning 
algorithms [32-34].  

Partitioning algorithms group objects into a given number 
of cluster groups, and exchange the objects between the 
groups until a certain criterion is optimized. Examples of 
partitioning algorithms are the k-means algorithm and the 
Gaussian Mixture (GM) model. 
k-means algorithm partitions the objects into pre-selected k 
mutually exclusive clusters by searching for partitions in 
which objects within each partition are closer to each other, 
and far from objects in other partitions.  
The centroid for the respective clusters is the point that has 
the minimum summation distance from all objects in that 
cluster. An iterative algorithm is used to minimize the sum 
of the distances to the cluster centroid by exchanging objects 
between the clusters until the minimum sum is obtained. 
The Euclidean distance is the length of the line segment 
between two points A and B.  
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This is given as [34]: 

     2 2
1 1 2 2 ... n nA B A B A B A B        2

(1) 

The GM model is a parametric function based on 
probability and an assumption that all data points are from a 
mixture of a finite number of Gaussian distributions with 
unknown parameters. It uses an iterative algorithm in 
selecting the component that maximizes the posterior 
probability. 

The k-means algorithm was chosen for the 
implementation of the coherency algorithm used in this 
paper because it is non-hierarchical, non-overlapping, has 
faster convergence, memory-efficient, good for large 
amount of data, and easy to understand the results [34]. 

The steps involved in the realization of the k-means 
algorithm as implemented in MATLAB [34] are given 
below: 
Step 1: Choose the number of clusters k to partition the 
objects in the data into. 
Step 2: Read the input data. 
Step 3: Obtain the cluster centroids. 
Step 4: Calculate the distance between the objects in the 
data and the cluster centroids. 
Step 5: Allocate the objects to the nearest cluster. 
Step 6: Repeat Steps 3-5 until the stopping criteria is 
satisfied.  
The stopping criteria can be: (1) the number of iterations; 
(2) no change in the vectors of the centroid over an iteration 
threshold; and (3) no changes in the cluster membership. 

The shortcoming of the k-means algorithm is that the 
number of clusters k needs to be known beforehand. One 
solution to this is the use of the Calinski-Harabasz Criterion 
(CHC) (Variance Ratio Criterion) in the determination of 
the optimal number of clusters. 

The Calinski-Harabasz criterion is given as [35]: 
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where SSB is the overall variance between the clusters, SSW  
is the overall variance within the cluster, k is the number of 
clusters, and N is the number of observations. 
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where mi is the centroid of the ith cluster, m is the mean of 
the data, ni is the number of points in the ith cluster, x is the 

data point, Ci is the ith cluster, mmi   and ix m  are 

the Euclidean distances between the two vectors 
respectively, K is the number of synchronous generators in 
the system, and it is used as the maximum number of 
clusters to consider. 

The optimal number of clusters is obtained by 
maximizing CHCk with respect to the number of clusters k. 
This is because the best partitioning is obtained with the 
largest CHCk possible by using a large SSB and a small SSW. 

The Calinski-Harabasz criterion and the k-means 
algorithm are combined in this paper. The flowchart for the 
proposed hybrid k-means clustering algorithm is 

summarized in Fig. 1.  

where V is a vector of the CHCk values for Ki ,1 .  
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Figure 1. Proposed algorithm using a hybrid Calinski-Harabasz criterion 
and k-means clustering  
 

In addition to the CHC, another performance index used 
in the evaluation of the obtained cluster was the silhouette 
coefficient s. The silhouette coefficient relates to how well-
defined the cluster is and the proximity of points in one 
cluster to points in the neighbouring clusters. The coefficient 
is made up of the mean distance (a) between an object and 
all other points in the same cluster, and the mean distance 
(b) between an object and all other points in the next 
neighbouring cluster(s). 

The silhouette coefficient (s) is given as [34]: 

, 1
max ( , )

b a
1s s

a b


      (5) 

A well partitioned cluster groups should have positive 
silhouette coefficients, with objects within a cluster group 
having values in close proximity to each other. 

B. Real-Time Voltage Stability Assessment (RVSA) Index 

The concept of Voltage Control Areas (VCAs) and 
Reactive Power Reserve Basins (RPRBs) was presented by 
[2]. It is based on the premise that the load buses in a power 
system can be partitioned into groups of buses with similar 
voltage profile or/and unique voltage collapse problem. 
These coherent load buses are referred to as belonging to the 
same VCA. A set of generators providing reactive power 
support to a particular VCA are referred to as the RPRB for 
that VCA. This implies that generators within a particular 
RPRB would have their RPR exhausted as it attempts to 
provide voltage control during contingencies or changes in 
the system operating condition.  
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The reactive power margin in a VCA has been used in 
[2], [36-39] to provide an indication of the state of power 
systems. In particular, [37], [39-40] used the key generator 
concept whereby the voltage stability index is based on the 
variables measured at the key generators in the power 
system. 

The maximum reactive power Qmax at a synchronous 
generator is given as [1], [11]: 

2 22
max 2

maxmax 2

gg fd
g

s s

V IV
Q P

X X
     (6) 

where Vg is the generator terminal voltage, Ifdmax is the 
maximum field current, Xs is the synchronous reactance, and 
Pgmax is the maximum real power of the generator. 

The Effective Generator Reactive Power Reserve 
(EGRPR) is said to be the difference between the reactive 
power output of the synchronous generator at the point of 
voltage collapse and its reactive power output at the jth 
operating time [9], [39]. This is in contrast to the Technical 
Generator Reactive Power Reserve (TGRPR) in which the 
maximum reactive power obtainable is based on the 
capability curve of the generator. A comparative analysis on 
EGRPR and TGRPR is given in [41]. 

Mathematically, the EGRPR is given as:  

QQEGRPR gj
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where  is the maximum generator reactive power at 

the point of voltage collapse, Q

Qc
max

gj is the reactive power in 
MVAr of the synchronous generator at the current operating 
point j. 

From the definition of the EGRPR, it can be inferred that 
at the point of voltage collapse,  
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where  is the maximum field current of the 

synchronous generator at the point of collapse, I

I c
fd max

fdj is the 
field current of the synchronous generator at the jth 
operating time. 
From (8), 

1
max


I

I
c
fd

fdj      (9) 

Thus, the Effective Generator Field Current Reserve 
(EGFCR) based on generator field current is equivalent to 
the EGRPR, and is given as: 

max
c

fdm fdjfdI I I      (10) 

The Real-Time Voltage Stability Assessment (RVSA) 
index for the prediction of the system’s margin to voltage 
instability/collapse is formulated as: 
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The RVSAIfd index obtained in (12) is applied to the 
clusters obtained from the k-means algorithm. In this, the 
RVSAIfd index of the key generator in each cluster can be 
monitored to provide situational awareness of the power 
system. 

For a large interconnected power system, a wide area 
RVSAIfd, sys index for a multi-area power system partitioned 
into k clusters is proposed to be: 
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where k* is the optimal number of clusters. 
 
This implies that the state of the power system is obtained 
by using the minimum RVSAIfd index of the key generator in 
any of the clusters. 

The proposed hybrid algorithm and the multi-area 
RVSAIfd,sys index for real-time voltage stability assessment of 
a multi-area system based on PMU measurements is shown 
in Fig. 2. 

Figure 2. Real-time implementation of the proposed method 

III. IMPLEMENTATION OF THE PROPOSED METHOD 

The proposed method presented in Section II is 
implemented using the developed Wide Area Monitoring, 
Protection and Control (WAMPAC) testbed located at the 
Centre for Substation Automation and Energy Management 
Systems (CSAEMS), at the Cape Peninsula University of 
Technology (CPUT). The equipment used include the Real-
Time Digital Simulator® (RTDS), Phasor Measurement 
Units (PMUs), Phasor Data Concentrators (PDCs), GPS 
satellite clock, SEL-3378 Synchrophasor Vector Processor 
(SVP), and industrial network switches. The lab-scale 
testbed is illustrated in Fig. 3. 

The RTDS is used for the real-time simulation of the 
power system network with a 50 microsecond time-step. 
The GPS satellite clock is used in the provision of time 
synchronization to the various components of the testbed. 
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The synchrophasor measurements from the external PMU 
hardware and the RTDS-GTNET-PMU module are 
published onto an Ethernet communication infrastructure. 
The substation PDC (SEL-3378 SVP) collects and time-
aligns the synchrophasor measurements based on their time-
stamps. The SEL-3378 SVP was also configured as a 
Programmable Logic Controller (PLC) to execute the RVSA 
algorithm. The synchrophasor output from the SEL-3378 is 
published onto a higher level network.  

The regional PDC (SEL-5073) collects, time-aligns, and 
archives the synchrophasor measurements at the regional 
level for real-time and offline applications respectively.  

GPS
Satellite Clock

Data Archiver 
(DA)

GPS Antennae

SEL-3378 SVP

SEL 5073 PDC

Client
Applications

C
3

7
.1

1
8

C37.118

PMUs

Network Cloud

IR
IG

-B
 

Computation Platform

Wide Area Monitoring, 
Protection and Control

PMU #1

PMU #n

PMU #3

PMU #2

RTDS

GPS Satellites

Figure 3. WAMPAC lab-scale implementation testbed 

A. Study Network 

The study network used is the New England 39-bus test 
system [42]. This network consists of 10 generators, 39 
buses, 34 transmission lines, and 19 loads. The RTDS-
RSCAD software is used in the modelling of the study 
network. The generators are connected to buses 30-39, and 
are equipped with IEEE Type-1 excitation systems and 
governors. The transformer between buses 11 and 12 is 
modified to include an Under-Load Tap Changer (ULTC). 
Also, generator G3 is modified to include an OverExcitation 
Limiter (OXL). The parameters for the transformer ULTC 
and OXL are given in the appendix. PMUs are sited at each 
of the generator buses and at the critical load buses in the 
network. Table I gives the configuration used for each PMU. 

 
TABLE I. PMU CONFIGURATION 

Configuration Parameter 
Performance class Class P 

Configuration frame format Config-2 
Station name 16 characters 

PMU hardware ID 1-65534 
PMU output port number 1-65535 

Reporting rate 60 fps 
Phasor format Real 

Phasor output format Polar 
Phasor output Positive sequence bus voltages and 

currents 
Analogue format Real 

B. Simulations 

The coherency identification approach in this paper is 
based on the principle that for any voltage stability related 
event, certain group of generators tends to respond by 
providing reactive power support/voltage control of the load 
buses or stressed area.  

Therefore, two or more generators are voltage stability 
coherent if their terminal measurements dynamically 
respond to voltage stability related events and have their 
reactive power margin exhausted during such events. 
Similarly, coherent load buses are the buses with similar 
voltage profile. An event on any of the load buses belonging 
to a coherent group results to changes in the other load buses 
within the group.  

Four case studies relating to the use of synchrophasor 
measurements in load and generator coherency clustering 
are investigated.  
These cases are: (1) load bus clustering; (2) generator 
clustering; (3) generator clustering with OXL action; and (4) 
the effects of PMU reporting rates on generator clustering. 

In order to drive the system towards its ‘alert’ state and 
determine the corresponding generators in the RPRBs, an 
increased loading condition involving increments in the real 
power (ΔP) and reactive power (ΔQ) at a constant power 
factor is carried out at all the load buses in the VCA of 
interest. This is done with the real and reactive powers of 
the loads in the other clusters constant.  

It should be noted that for the case studies considered in 
this paper, 10% load increase at the load buses of interest is 
carried out every 60 s. 180 s measurement window 
corresponding to the third consecutive load increase is used 
in order to account for voltage deviations up to the third 
level of load increase. This is equivalent to the 
measurements for a stressed system in the ‘alert’ state. The 
number of measurements equals (60fps x 180s) 
synchrophasor measurement points. Table II gives the 
PMUs used, and the various measurements published by 
them.  

 
TABLE II. MEASUREMENT ACQUISITION BY PMUS  

PMU 
locations 

Phasor 
measurements 

Analogue 
measurement 

PMU 
digital  

Load 
buses 

Positive sequence of 
voltage and current 

Real power, reactive 
power 

Line 
breaker 
status 

Generator 
buses 

Positive sequence of 
voltage and current 

Real power, reactive 
power, generator 

field current, 
generator rotor speed 

Gen. 
status 

IV. RESULTS AND DISCUSSION  

A. Case Study 1: Load Bus Clustering 

Fig. 4 shows the RSCAD-Runtime bus voltages for the 
steady-state and system loading conditions respectively. At 
steady-state condition, load buses 4, 7, 8, 12, and 20 already 
have Voltage Per Unit (Vp.u.) below 1.0 Vp.u. However, the 
Vp.u. at these buses was still within the acceptable limit for 
the steady-state condition. Stressing the system by 
increasing the loading at the buses mentioned above, is 
capable of causing the voltage at the load buses to drop 
below the acceptable level with the system going into its 
‘alert’ state and consequently resulting to voltage collapse.  
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      (a) 

      (b) 
Figure 4. RSCAD-Runtime measurement palette for (a) Vp.u. at the steady-
state condition; and (b) under system loading conditions 

The hybrid Calinski-Harabasz criterion and k-means 
clustering algorithm was applied to the synchrophasor 
measurements of the bus voltages obtained from an 
increased system loading condition similar to that in Fig. 4b. 
Fig. 5 shows the plot of the Calinski-Harabasz criterion for 
various clusters k. The optimal number of k is 4. Table III 
gives the buses in each cluster. Cluster 1 (in bold) in Table 
III is identified for further studies relating to the generator 
coherency identification. 
 

1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
110

120

130

140

150

160

170

Number of Clusters

C
al

in
sk

i-H
ar

ab
as

z 
V

al
ue

s

 
Figure 5. Plot of Calinski-Harabasz index for the synchrophasor 
measurements at the load buses 
 

TABLE III. CLUSTER GROUPS FOR THE LOAD BUSES  
Cluster number Cluster Load buses 

Cluster 1 {4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 
14} 

{4, 7, 8, 12} 

Cluster 2 {1, 3, 18} {3, 18} 
Cluster 3 {2, 15, 16, 17, 20, 21, 24, 26, 

27} 
{15, 16, 20, 21, 

24, 26, 27} 
Cluster 4 {19, 23, 25, 28, 29} {23, 25, 28, 29} 

 

Cluster 1 was chosen for further analysis because it is the 
most critical VCA in the study network and is capable of 
driving the system into voltage instability. The single line 
diagram of the study network showing the study area in this 
paper is given in Fig. 6. 

B. Case Study 2: Generator Clustering 

Case study 2 was carried out in order to investigate the 
best variables for generator coherency, and to identify the 
RPRB providing voltage control/reactive power support at 
the VCA identified in case study 1.  

A study was carried out using simultaneous load increase 
at the load buses in cluster 1 of Table III {4, 7, 8, and 12}. 
Increased loading at these buses results to a voltage collapse 
at the 4th load increase. Figs. 7-8 show the terminal voltages 
and the field currents (Ifd) for generators G1-G4. 

 
Figure 6. New England 39-bus test system 

Cluster 1 (Study VCA)

 
Although, generator G4 does not belong to the RPRB in 

cluster 1, it was the most responsive of the external 
generators not in cluster 1. Therefore, the plot of generator 
G4 terminal voltage was added in this figure to show that 
the response of the generators in other clusters can be 
ignored since these external generators do no exhaust their 
RPR.  
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Figure 7. Terminal voltages for generators G1-G4  
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Figure 8. Field currents for generators G1-G4  
 

From Figs. 7-8, it can be seen that the most stressed 
generators are generators G2 and G3 as shown by the drop 
in generator terminal voltages and the increase in the 
generator field currents respectively.  

Seven generator/generator-derived variables were 
investigated to determine the best variable for the generator 
clustering algorithm with respect to the voltage stability 
assessment algorithm.  
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These are: (1) Generator reactive power (MVAr); (2) 
generator field current (Ifd); (3) generator stator current (Ist); 
(4) generator terminal voltage (Vg); (5) generator rotor 
speed (Rad./sec.); (6) Real-Time Voltage Stability 
Assessment Index using generator field current reserve 
RVSAIfd; and (7) Real-Time Voltage Stability Assessment 
Index using generator reactive power reserve RVSAQ 
proposed in [36-39]. 

Fig. 9 shows the plots of the Calinski-Harabasz index for 
the above-mentioned variables. From Fig. 9, it can be seen 
that the highest Calinski-Harabasz value was obtained using 
the RVSAIfd index obtained from the generator field current.  

The final decision on the best variable to use was based 
on the number of clusters and the silhouette coefficients 
obtained. Fig. 10 shows the silhouette plot for RVSAIfd 
variable. 
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Figure 9. Plot of Calinski-Harabasz index for various generator variables 
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Figure 10. Silhouette plot obtained using RVSA variable Ifd 
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Figure 11. Silhouette plot obtained using MVAr variables 

 

Compared with Fig. 11 obtained using generator reactive 
power variables, it can be seen that all the generators in the 
clusters have positive silhouette values in Fig. 10, while Fig. 
11 has a generator with a negative silhouette coefficient in 
cluster 4. 

Table IV shows the generators in each cluster for an 
increased loading scenario at the load buses given in cluster 
1 of Table III. From Table IV, it can be seen that the 
generators in the study network have been clustered into 4/5 
coherency groups depending on the variable used.  

In bold text is the acceptable cluster group for the case 
being investigated based on the values of the CHC, the 
number of clusters, and the silhouette coefficients obtained. 

 
 
 

TABLE IV. CLUSTER GROUPS FOR THE SYSTEM GENERATORS FOR 

VARIOUS VARIABLE TYPES 
Variable type Number of clusters Generator cluster 

Generator reactive 
power (MVAr) 

4 {1, 3}; {4, 5, 7}; {8, 9}; 
{2, 6, 10} 

Generator field 
current (Ifd) 

4 {1, 2, 3}; {4, 6, 7, 8, 9}; 
{5}; {10} 

Generator stator 
current (Ist) 

5 {2, 3, 4}; {5, 8}; {1}; 
{10}; {7} 

Generator terminal 
voltage (Vg) 

5 {2, 3}; {4, 5}; {8, 10}; 
{1}; {7} 

Generator rotor 
speed (Rad./sec) 

5 {4, 5, 6, 7, 9}; {8, 10}; 
{1}; {2}; {3} 

RVSAIfd 4 {1, 2, 3}; {4, 7, 8, 10}; 
{6, 9}; {5} 

RVSAQ 4 {1, 2, 3, 6}; {4, 5, 10}; 
{8, 9}; {7} 

 

C. Case Study 3: Generator Clustering With OXL Action 

In case study 3, the transformer between buses 11 and 12 
was modified to include an ULTC. Also, an OXL was 
incorporated into generator G3. This was done in order to 
investigate the effect of ULTC and OXL actions on the 
clustering algorithm.  

Fig. 12 shows the generator field currents for the system 
loading scenario (in case study 2) and the operation of the 
OXL at generator G3. It can be seen that there was an 
increase in generator G2 field current as a result of the 
ramping down of generator G3 field current due by the 
OXL. 
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Figure 12. Field currents for generators G1-G4 (case study 3) 
 

The clustering result for this case study is ({1, 2}; {3, 6, 
9}; {4, 7, 8, 10}; {5}). Compared to the result obtained in 
Table IV, it can be seen that G3 has been reassigned to the 
cluster group {6, 9}. Fig. 13 shows the plot of the silhouette 
coefficients for case study 3 with OXL action. 
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Figure 13. Silhouette plot obtained for case study 3 using RVSA  variables Ifd

 
This further shows that coherency clustering in VCAs and 

RPRBs for VSA need to consider the effects of system 
dynamics like ULTC and OXL actions. Also, a once-off 
approach proposed in [28] would fail in this case. 
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D. Case Study 4: The Effects of PMU Reporting Rates 

 The effect of the various PMU reporting rates on 
generator clustering was investigated for the increased 
loading scenario at the load buses in cluster 1 of Table III. 

The Calinski-Harabasz and silhouette values for each 
reporting rate were computed. Fig. 14 shows the plots for 
the Calinski-Harabasz values for various PMU reporting 
rates.  

3.5 4 4.5 5 5.5 6

0

1

2

3

4

5

6

x 10
5

Number of Clusters

C
a

lin
sk

i-
H

a
ra

b
a

sz
 V

a
lu

e
s

 

 60fps 30fps 20fps 15fps 12fps 10fps 5fps 1fps

 
Figure 14. Plot of CHC for various PMU reporting rates 
 

From Fig. 14, it can be seen that the highest Calinski-
Harabasz values were obtained for the 60 fps reporting rate. 
Reporting rates higher than 60 fps could not be used because 
the substation PDC (SEL-3378 SVP) has a maximum 
reporting rate of 60 fps, even though higher reporting rates 
were possible with the PMUs and the regional PDC (SEL-
5073). Table V shows the various generator clusters 
obtained for various PMU reporting rates using the RVSAIfd 
index. 
 

TABLE V. CLUSTER GROUPS FOR VARIOUS PMU REPORTING RATES 
Reporting 
rate (fps) 

Number of 
clusters 

Generator cluster 

60 4 {1, 2, 3}; {4, 7, 8, 10}; {6, 9}; {5} 
30 4 {1, 2, 5}; {4, 7, 8, 10}; {6, 9}; {3} 
20 4 {1, 2, 3, 5}; {4, 7, 8, 10}; {6}; {9} 
15 4 {1, 2, 3, 5}; {4, 8, 10}; {6, 9}; {7} 
12 4 {1, 2, 5}; {4, 7, 8, 10}; {6, 9}; {4} 
10 5 {1, 2, 3}; {4, 8, 10}; {6, 9}; {5}; {7} 
5 5 {1, 2, 5}; {4, 8, 10}; {6, 9}; {3}; {7} 
1 5 {1, 2, 3}; {4, 7, 8}; {6, 9}; {5}; {10} 

E. Application of the RVSAIfd,sys Index to the Coherency 
Result using the Lab-Scale Testbed 

The wide area voltage stability index proposed in (14) 
above can be applied to the key generator in each cluster to 
provide an indication of the system’s margin to voltage 
collapse. The minimum RVSAIfd index of the key generator 
in any of the clusters is taken as the system’s margin to 
voltage collapse.  

The index is applied in real-time using the lab-scale 
testbed given in Fig. 3. Fig. 15 shows the real-time plots of 
the RVSAIfd,sys index for the key generators {G2, G4, G5, 6} 
in clusters 1-4 for increased loading conditions at the load 
buses 4, 7, 8, 12. From Fig. 15, the lowest RVSA index is 
observed to be that from generator 2, which is the key 
generator in cluster 1. From the figure, it can be seen that 

the system collapses at the fourth load increase as indicated 
by the RVSAIfd,sys index of generator 2.  

From the foregoing, it can be seen that the proposed 
coherency clustering approach facilitates the monitoring of 
interconnected large-scale power system using a reduced set 
of measurements from the key generator in each cluster. 
This reduces tremendously the number of PMUs required, 
input variables, computational resources and time required 
for power system monitoring and situational awareness. 

V. CONCLUSION 

This paper presented an online clustering approach for 
application in voltage stability assessment. In contrast to 
conventional model-based methods, the proposed approach 
is based on system variables directly obtained from 
synchrophasor measurements from PMUs. 

Simulations were carried out on the New England 39-bus 
test system. Cluster validity measures were used to validate 
the coherency results obtained for the load and generator 
buses in the test system. 

The simulation scenarios considered include increased 
loading conditions, the effects of transformer ULTC and 
generator OXL. It is shown that the determination of the 
generator clusters is not static, but rather a dynamic task that 
should be done in real-time as the system conditions 
changes.  

Also, the effects of PMU reporting rates were 
investigated, and it was shown that the use of 60 fps gave 
the best results for the cases considered. Furthermore, the 
cluster results obtained were applied to a lab-scale testbed 
for online voltage stability assessment. 

The simplicity, accuracy, and reduced computational 
burden of this measurement-based approach validates and 
shows that it can be applied in real-time System Integrity 
Protection Schemes (SIPS) for mitigating voltage collapse.  

APPENDIX A 

The OXL at generator G3 is calculated using the 
recommendations in [1], and it is as shown in Fig. A1. The 
parameters used are given in Table A1. 
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Figure A1. Block diagram of OXL used at generator 3 for case study 3 

 
TABLE A1. GENERATOR 3 OXL PARAMETERS 

Ifdmax1 (p.u.) Ifdmax2 (p.u.) ILIM (p.u.) K1 K2 
2.352 3.584 11.0 0.248 12.6 

 
where I is the generator field current at the current operating time, I  
and I are the maximum field current limits for stages 1 and 2 of the 
generator OXL respectively. Further details are available in [1]. 

fd fdmax1

fdmax2 
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Figure 15. Real-time plot of RVSA  index for the key generators in each cluster  Ifd

APPENDIX B 

The ULTC parameters for the transformer between buses 
11 and 12 are given in Table B1. 

 
TABLE B1. TRANSFORMER ULTC PARAMETERS 

Dead band 
(V p.u.) 

Tap range 
(steps) 

Step size 
(p.u.) 

Time delay 
for 1st tap 

(s) 

Time delay 
for other 
taps (s) 

±1% ±16 0.00625 30 5 
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