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Abstract
Information communications technologies (ICTs) like laptops, smartphones and portable 
storage devices facilitate travel, communication and documentation for researchers who 
conduct fieldwork. But despite increasing awareness about the ethical complications 
associated with using ICTs among journalists and humanitarians, there are few reflections 
on digital security among researchers. This article seeks to raise awareness of this important 
question by outlining three sets of ethical challenges related to digital security that may arise 
during the course of field research. These ethical challenges relate to (i) informed consent 
and confidentiality, (ii) collecting, transferring and storing sensitive data, and (iii) maintaining 
the personal security and integrity of the researcher. To help academics reflect on and 
mitigate these risks, the article underscores the importance of digital risk assessments and 
develops ten basic guidelines for field research in the digital age.
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Introduction
Information and communications technologies (ICTs) are rapidly changing the 
way researchers conduct fieldwork. The proliferation of ICTs like laptops, smart-
phones and portable storage devices facilitate travel, communication and 
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documentation in the field. New software enables rapid and more effective data 
collection, and social media such as Facebook, WhatsApp and Twitter increas-
ingly allow field researchers to keep in contact with their respondents when not in 
the field. This development has enabled a more sophisticated and elaborate way of 
gathering and analysing data and is likely to continue to greatly aid future field-
work (Fileborn, 2016; Hankey and Clunaigh, 2013).

Despite the many benefits of adding ICTs to the toolbox of field researchers, 
they also pose new ethical challenges. Poorly protected digital data can be accessed 
from anywhere in the world and spread rapidly to a very large number of individu-
als (Aldridge et al., 2010). ICTs allow actors to trace the identities, whereabouts 
and activities of researchers and respondents in the field (Lyall, 2015: 205). Social 
media accounts allow anyone to compile vast amounts of information about the 
researcher that can be used against him or her (Andrew, 2016). These digital risks 
are real and should not be treated lightly. Freedom on the internet declined for the 
sixth consecutive year in 2016 as more and more governments restricted access to 
and increased surveillance over digital content, social media and communication 
applications (Freedom House, 2016). Some authoritarian governments, like the 
one in Egypt, have shut down the internet entirely to quell digital dissent (Gohdes, 
2015: 353–354). Human rights defenders and journalists around the world testify 
that digital risks have been amplified over the course of the past few years (CPJ, 
2012; Hankey and Clunaigh, 2013). In a survey carried out by PEN America, 
‘many’ American writers reported that they assume their communications to be 
monitored, and 16 percent said they had engaged in self-censorship as a result 
(PEN America, 2013: 5–6). Two recent cases involving sensitive fieldwork data 
collected by academics – the seizure of the Boston College Tapes (Sampson, 2015) 
and the lawsuit against a British ethnographer doing research on urban explorers 
(Garrett, 2014) – highlight how similar processes are starting to impair the ability 
of researchers to collect data on sensitive topics (see also Tanczer et al., 2016).1 It 
is therefore both timely and imperative that academics engage in a more thorough 
reflection about the ethics of field research in the digital age.

This article reflects on a set of ethical challenges associated with fieldwork in 
the digital age. I define fieldwork broadly as the collection or generation of data or 
experiences in a physical socio-political or geographical site where the researcher 
spends time, which hence excludes online research and remote data collection.2 
Although questions pertaining to digital security are increasingly raised among 
journalists and humanitarians (CPJ, 2012; UNOCHA, 2014), as well as in the 
medical sciences (Myers et al., 2008), there are no comprehensive overviews of 
the specific digital risks that researchers may encounter in ‘the field’. Standard 
works on the ethics and practicalities of fieldwork rarely convey more than cur-
sory references to digital security (see, for example, Höglund, 2011; Lee, 1995; 
Scheyvens, 2014; Sriram et al., 2009; Wood, 2006).3 A number of articles have 
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made vital contributions by outlining broader issues concerning digital security 
and online research ethics for researchers (see, for example, Aldridge et al., 2010; 
Fileborn, 2016; Hankey and Clunaigh, 2013; Rodham and Gavin, 2006; Tanczer 
et al., 2016), but none of these articles specifically focuses on the broader ethical 
challenges that relate to field research. This article seeks to fill this important gap 
in the existing literature.

The purpose of this article is twofold. First, it seeks to raise awareness of the 
ethical challenges associated with digital security faced by academics conducting 
fieldwork.4 It does so by discussing digital risks and solutions in relation to three 
broader and overlapping themes in the ethics literature: (i) informed consent and 
confidentiality, (ii) collecting, transferring and storing sensitive data, and (iii) 
maintaining personal integrity and security. The reflections are based on a review 
of the existing literature on digital security, particularly in journalism, as well as 
my own experiences conducting field research on political violence and armed 
conflict, both as a journalist and in my dissertation project on rebel governance. 
Although I thus reflect on digital risks from the vantage point of peace and conflict 
research, I nonetheless believe that many of the issues raised in the ensuing discus-
sion are also relevant, but not necessarily exhaustive, for academics carrying out 
fieldwork in the social sciences more broadly. Second, the article seeks to help 
academics reflect on and mitigate these risks by promoting the importance of digi-
tal risk assessments and developing ten basic guidelines for field research in the 
digital age. Although these guidelines partly build on suggestions about safe digi-
tal storage and communication by other scholars (e.g. Aldridge et al., 2010; Tanczer 
et al., 2016), it goes beyond these accounts by deepening the discussion and also 
reflecting on the issues of informed consent and personal integrity regarding field-
work in the digital age. The most important conclusion that arises from this discus-
sion is that the concern for digital security is no longer an optional inclination that 
only applies to ‘computer nerds’, but an inescapable dimension of twenty-first 
century fieldwork that should permeate the entire research process.5

Understanding digital risks in field research
Research ethics focus on protecting the safety and integrity of research partici-
pants (the do-no-harm principle) and anticipating ethical challenges through care-
ful preparation is the be-all and end-all of any field research. Maintaining digital 
security is no exception. To start thinking about digital risks, most practical guide-
lines stress the need to evaluate the project by using some sort of digital risk 
assessment protocol. Digital risk assessments force researchers to consider the 
potential threats they may face, the vulnerabilities that their devices and practices 
exhibit, and the capacities they have (Tactical Technology Collective and Front 
Line Defenders, 2017). The level of threat could, for instance, vary with the topic 
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under investigation and the fieldwork location, while vulnerabilities are more 
closely related to the type of electronic devices researchers have and the way they 
use them (Rory Peck Trust, 2016). Investigating transnational terror networks 
may, for example, require much more advanced digital security precautions than 
studying street vendors, because the former topic is highly sensitive, resides under 
special jurisdiction, and is likely to attract the attention of actors who maintain 
greater capacities for digital surveillance. Table 1 provides an example of a simple 
digital risk assessment protocol.6

Conducting a digital risk assessment before embarking on field research is no 
different from compiling a physical security assessment (Mertus, 2009) or under-
taking the comprehensive ethics reviews required by institutional review boards 
(IRBs), and can fruitfully be conducted as a part of or in conjunction with these 
assessments. This does not mean that researchers should be paranoid about digital 
security and constantly look over their digital shoulder. Adopting meticulously 
extensive digital security precautions may make fieldwork impossible, and most 
researchers are unlikely to encounter highly determined and technically sophisti-
cated adversaries, even when researching sensitive topics. As noted by the 
Committee to Protect Journalists (CPJ, 2012: 16),

Good information security is rarely about fending off sophisticated attacks and Hollywood-style 
hackers. It’s about understanding what you have to protect and the motives and capabilities of 
those who might want to disrupt your work, then developing consistent habits based on those 
assessments.

Being sensitive about digital risks can also bring certain benefits to researchers. 
Thinking and talking about digital security can be a way to establish rapport with 
respondents. By encouraging informants to consider potential digital risks online 
and by visibly taking action to protect communication and data, researchers can 

Table 1.  A simple digital risk assessment protocol.
•• Threats
•• Are you covering a sensitive topic? Why is it sensitive?
•• What is known about digital censorship and surveillance in your fieldwork location?
•• Who are the potential adversaries likely to pose a threat to your digital security?
•• How will these threats be manifested?
•• Vulnerabilities
•• What electronic devices will you be using during your fieldwork?
•• How will you collect, store and transfer sensitive data?
•• How will you communicate when in the field?
•• How will you use the internet while in the field?
•• Capacities
•• What are your current capacities with regard to digital security?
•• Who can help you to improve your digital security?
•• What measures can you reasonably implement when in the field?
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signal sincerity and professionalism to the people they study (Parkinson and Wood, 
2015: 23). Reflecting on her research on media activism in Egypt, Radsch (2009: 
94) notes that: ‘Making sure that my informants were aware of my efforts to main-
tain the security of my data through password protection and encryption was an 
important part of preserving access, credibility and safety’.

Only when we understand the level of risk that pertains to our project can we 
start to consciously develop habits that increase our capacity for mitigating threats 
and lowering vulnerabilities. Below, I discuss three sets of ethical challenges that 
may arise in association with fieldwork in the digital age and outline some ways 
through which we can cope with them.

Informed consent and confidentiality
The first set of ethical challenges concerns informed consent and the confidential-
ity of research participants. The norm of informed consent stipulates that research 
participants must consent to their participation with a full understanding of the 
potential risks and benefits (Wood, 2006: 379). IRBs often apply this norm and 
demand that researchers account for their informed consent procedures in their 
ethical reviews (Hemming, 2009). The proliferation of ICTs should be reflected in 
informed consent procedures, in several ways. First, research participants should 
be properly informed about any digital risks that participation may entail. When 
relevant, researchers should inform participants about the measures taken to pro-
tect the data and how they can communicate with the researcher without fearing 
interception or surveillance. Second, the procedure should reflect the fact that 
research publications are usually made available online and that participating 
hence makes respondents’ views and experiences accessible to a much wider audi-
ence than paper-based publications. This is particularly important if we intend to 
share interview transcripts with other researchers or upload them in an online 
repository (Cramer, 2015; Parkinson and Wood, 2015). Of course, informed con-
sent regarding digital security and online publication should not overburden 
research participants and should strive to explain these issues in an accessible 
language.

Protecting participants who wish to remain anonymous is imperative, especially 
for researchers who study sensitive topics such as political violence, organized 
crime or socially stigmatized behaviours (see, for example, Brounéus, 2011: 141; 
Kvale, 2007: 27–28; Wood, 2006: 381). This responsibility to safeguard the identi-
ties of research participants is often covered in professional ethics requirements 
(Banks and Scheyvens, 2014: 168–169). Confidentiality measures commonly 
include attempts to anonymize field notes and interview transcripts, certain move-
ment precautions in the field, and the safe storage of collected data (further dis-
cussed below). Informed consent procedures further require that participants have 
the ability to withdraw their participation altogether. These efforts are indeed 
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important to protect the identity of those who provide sensitive data, but may be 
inadequate in a digital society.

A first risk is that the surveillance of digital communication by security agencies or 
other actors may compromise the identity of respondents. Communication surveil-
lance is probably among the most common forms of digital risks (CPJ, 2012: 19). 
Authoritarian states are notorious for monitoring digital communication, but similar 
challenges may exist in democratic societies. Academics who conduct research on 
topics that fall under special jurisdiction, such as terrorism or organized crime, may 
be particularly likely to attract the interest of security agencies. Communicating with 
high-risk respondents may induce the phone company to record the content of our 
call or text and share it with the authorities (CPJ, 2012: 18). Not all digital surveil-
lance is, however, conducted by state agencies. Because spyware is readily available 
online, simple online surveillance can be managed by virtually anyone who has an 
interest in knowing with whom we communicate and about what.

The most straightforward way to safeguard the anonymity of participants is to 
use encrypted communication methods. Although user-friendly encryption solu-
tions rarely deter security agencies or professional hackers, they do provide solid 
barriers against interception by public officials, criminals or other actors who may 
want to access our or our respondents’ communication. Popular encryption solu-
tions include Signal for Android and iPhone, and Jitsi for video conference calls 
(CPJ, 2012: 19; Tanczer et al., 2016: 351). Some of the best encryption solutions 
for email are GNU Privacy Guard (GPG) and Pretty Good Privacy (PGP), and 
these can be integrated in email programmes like Outlook, Thunderbird and Apple 
Mail (CPJ, 2012: 20). Some of these solutions do, however, require quite advanced 
computer skills that may require the researcher to consult the university’s IT 
department.

Certain general practices thought to safeguard informed consent and confiden-
tiality may actually contribute to further insecurity. Providing confidential respond-
ents with contact details that allow them to withdraw their participation could, for 
example, reveal – rather than conceal – their identity if such requests are inter-
cepted. For participants with a certain level of digital literacy, one way to over-
come this risk is to encourage confidential informants to contact us using Signal or 
to provide a step-by-step guide for encrypted email communication under contact 
information at the research project website. For participants who are less familiar 
with encryption or do not have access to smartphones and computers, old-fash-
ioned methods like regular mail or contact through an entrusted third party may be 
more appropriate.7

A second risk regarding participant confidentiality originates in poor, careless or 
insufficient anonymization practices. Sriram (2009) has pointed out that researchers 
in the post-research and pre-publication stages of a research project may be particu-
larly prone to sharing paper drafts that, among other things, are insufficient in terms 
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of anonymization. As such drafts may be widely shared beyond the control of the 
author it can put respondents at risk. Digital files, including Microsoft Word docu-
ments, also tend to hide code – so-called metadata – that can be used to retrieve 
previous versions, comments, track-changes and personal information from the file, 
hence rendering anonymization procedures useless. This means that even anonymized 
documents may reveal the identity of respondents to a technically skilled individual 
(Aldridge et al., 2010: 9). The same goes for other digital files; photographs docu-
menting the results of a focus group discussion may, for instance, contain the GPS 
coordinates of the location where the picture was taken.

Two specific measures may alleviate these risks. First, researchers should take 
great care when disseminating early drafts based on fieldwork data and make sure 
that they do not contain any information that may compromise the anonymity of 
respondents (Sriram, 2009: 67). Second, all digital data files that are not stored on 
password-protected and encrypted hard drives, as well as data that are shared with 
colleagues or made available online, should undergo so-called digital reduction 
(Tanczer et  al., 2016: 9). Digital reduction entails a decoding process whereby 
documents are sanitized from hidden code and information. Several technical 
solutions are currently available, and easy-to-follow guides can be found online.8

Collecting, transferring and storing sensitive data
A second set of ethical challenges relate to the collection, transfer and storage of 
sensitive data. Although digital data management may appear safer than carrying 
notebooks, it does not automatically enhance the security of the data, and often 
leads to new security risks that need to be acknowledged and managed (Aldridge 
et al., 2010: 5). The theft, loss, confiscation or interception of digitally held data is 
often harder to detect than the loss of paper copies because the thief can copy sen-
sitive files and read emails without leaving a trace (Aldridge et al., 2010: 3; CPJ, 
2012: 17). Digital data are also especially sensitive as they can be easily dupli-
cated and quickly transmitted to unauthorized people (Myers et al., 2008: 793). 
When left unprotected, digital files are just as easy to confiscate and read as note-
books. A British ethnographer, conducting research among urban explorers tres-
passing off-limit sites such as abandoned buildings and construction sites, reflected 
after his arrest and court proceedings that:

I feel an enormous amount of guilt over the knowledge that I exacerbated the legal problems of 
my project participants by unintentionally supplying the police with a (very well organised) 
ready-made package of evidence that I naively had stored on my computer unencrypted. 
(Garrett, 2014)

The theft, loss, confiscation or interception of digital data can be both physical 
(e.g. the theft of a laptop) and digital (e.g. unauthorized server access). Oftentimes, 
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our servers contain more versions of our data than we are aware of because digital 
data tend to proliferate as they are transferred between different storage devices, 
managed in different versions, held in various locations and by different individu-
als, and during different phases of the research process. As a consequence, a single 
voice-recorded and transcribed interview may proliferate into tens of different 
copies and versions that may spread rapidly (Aldridge et al., 2010: 3–4).

There are many different procedures and tools that can help researchers protect 
their data. Aldridge et al. (2010: 6–9) suggest that, among other things, researchers 
should ensure that they apply strong passwords,9 have clear routines for secure 
data storage and deletion, and exercise great care when sharing digital data through, 
for example, email. For larger projects, they also propose that researchers devise a 
written policy on data management that is understood by all members of the 
research team. Sensitive data can be encrypted by using mathematical transforma-
tions that make it unintelligible without a de-encryption key. Encrypted data stor-
age can be facilitated by encryption software, for example Veracrypt or Apple’s 
Filevault, and tools like AbsoluteShield Field Shredder, CleanUp and Steganos 
Privacy Suite can delete files permanently. It is also recommended to enable pass-
word protection of sensitive PDF and Word files. When operating in the field, 
another sensible solution is to avoid storing sensitive data on our laptop altogether, 
and instead use smaller storage devices like USB sticks and memory cards that are 
easier to hide. In addition, immediate anonymization of digital data by exchanging 
names with unique identifier numbers is a way to guard the information in case of 
loss.10 Although these different measures are often enough to address the needs of 
researchers operating in the field, one should remember that even though encryp-
tion restricts access, it often does not hide the fact that our device contains a secret 
folder.11 The Trump administration recently announced that passengers entering 
the US can be forced to give up passwords and mobile phone contacts to border 
security (Hern, 2017). Because researchers can be forced to give up their pass-
words under the pressure of police or custom officers, it is critical that scholars 
always consider whether a particularly sensitive piece of information should be 
documented at all (Mertus, 2009: 173).12

It is also important that field researchers contemplate the ethical risks of includ-
ing third parties in the data generation process. ICTs have greatly enhanced the 
toolkit of field researchers and enabled faster data collection in previously inac-
cessible areas and at a reduced cost. Analytical software, both qualitative and 
quantitative, allows researchers to comprehend larger and more complex data sets 
and has opened several new research avenues (Firchow and MacGinty, 2017: 30–
31). A less acknowledged feature of these technologies is that they introduce new 
actors into the data generation process over which researchers have very little 
influence. Whereas recording survey data or field notes manually only requires 
pen and paper (and maybe an enumerator or survey company), using tablets may 
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introduce several third parties to the process: application developers; mobile, 
internet and data storage companies; and government regulators. This process 
‘relies on the goodwill and security consciousness of multiple organizations, often 
in different jurisdictions’ (UNOCHA, 2014: 7). This is not necessarily problem-
atic, as it depends on the country context and research topic, but researchers who 
collect sensitive data must be aware of the additional challenges technology intro-
duces in the data generation process. Few researchers would, for instance, be pre-
pared to share data on collective protest action with the Ethiopian government, but 
by using ICTs for collecting such data it can become available to the authorities 
through local internet providers or government regulators. Similar challenges can 
arise when using cloud services like iCloud, Dropbox and Google Docs. Although 
cloud services may be useful for researchers working in high-risk field sites (Lyall, 
2015: 205), these services should not be used without first considering that they 
are not always properly encrypted or safe from hackers and, more significantly, 
the companies can be forced to give up user data under certain legislation (Holpuch, 
2016). Because the risks associated with third-party inclusion may be hard to over-
come both technically and legally, researchers must carefully consider to what 
extent this risk is relevant for their project and whether the benefits outweigh the 
risks.

Maintaining personal integrity and security
A third set of ethical challenges surrounds the integrity and security of the 
researcher. Protecting oneself is not only a moral imperative in and of itself, but is 
also important because overlooking personal security may indirectly influence 
participants or other people associated with the researcher (Mertus, 2009: 166). 
ICTs can facilitate both physical risks, for example through easy access to vast 
amounts of personal information that can be used to threaten the researcher, and 
psychological risks, for example through mobilizing online harassment and hate 
mobs (Andrew, 2016).

Maintaining personal integrity and security is increasingly difficult because of 
the digital footprint researchers leave online. Activity online does not pass unno-
ticed, and a quick online search can often reveal a great deal of personal informa-
tion, including our contact details, families’ whereabouts, relationships and 
political opinions. Using this information for malicious purposes is commonly 
referred to as doxing (Andrew, 2016). In most instances the information is harm-
less, but in extreme cases such information can be used to discredit, arrest or target 
academic researchers. This has been the case following the attempted coup d’état 
in Turkey, where the authorities have engaged in a massive purge of academics, 
journalists and activists (Reuters, 2016). What can be considered sensitive per-
sonal information can also differ radically between different research contexts, 
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and authoritarian regimes are often capricious in their efforts to quell dissent. The 
authorities in Azerbaijan, for instance, using local phone records, arrested and 
questioned the ‘ethnic pride’ of people who cast their vote on long-time enemy 
Armenia in the Eurovision Song Contest in 2009 (The Guardian, 2009). To avoid 
unanticipated risks from doxing, researchers who are working on sensitive topics 
should, at a minimum, map the type of information that is available about them 
online. Simple measures include making social media profiles private, terminating 
old accounts, and requesting to be deleted from online registries. Sometimes just 
becoming aware of the information available may be enough to determine to what 
extent personal details can and should be kept secret or not (see also Fileborn, 
2016: 108–111).

Our online activity may also reveal a great deal of information about our research 
interests and attract the attention of security agencies (Tanczer et al., 2016: 349). 
Because our computers are uniquely configured, it is possible for online trackers 
to identify the computer from which a certain website was accessed even when we 
hide our IP numbers. This is called a digital fingerprint.13 The best way to mitigate 
the risk of online surveillance is to invest in a few relatively simple cryptographic 
circumvention tools. These services allow users to browse the internet through dif-
ferent proxy servers that make it harder to trace the origin of the activities. A com-
mon form of cryptographic circumvention is the virtual private network (VPN), 
which redirects user traffic through multiple servers around the world. The selec-
tion of VPN services has increased rapidly in recent years, and many of them have 
been customized to service users with relatively limited computer skills. All have 
strengths and weaknesses and differ widely in price; scholars who seek to browse 
the internet anonymously should therefore conduct the necessary background 
research (or consult their IT departments) to find a service that caters to their spe-
cific needs. Another user-friendly tool is the Tor network – an internet browser that 
enables the user to access the internet anonymously.14 Because VPNs and Tor 
operate according to different logics, most guidelines recommend users to employ 
these tools in concert.

Electronic devices may also compromise the movements of researchers operat-
ing in the field (Lyall, 2015: 205). Although the tracking of researchers through 
their smartphones may invoke Orwellian associations that seem far removed from 
the everyday experience of most field researchers, many scholars have recounted 
that their movements were monitored by security agents or local officials 
(Thomson, 2009). Indeed, some of the governments with a reputation for closely 
monitoring researchers, like Rwanda and Israel, also possess sophisticated techno-
logical capabilities when it comes to digital surveillance. Security agencies can 
monitor the movements of individuals by geo-tracking their cell phones or other 
digital devices. One way to mitigate the threat of surveillance and tracking, as 
done by Parkinson during her field research in Lebanon, is to remove the battery 
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from our cell phone (or leave it behind), maintaining an unregistered number, and 
buying credits using cash only (CPJ, 2012: 19; Parkinson and Wood, 2015: 23). 
Other devices, such as laptops, can also be targeted and used to spy on the researcher 
by turning on the webcam and microphone, often with the help of free and easy-
to-use spyware. In China, foreign academics have reported that the Chinese 
authorities have broken into their hotel rooms to install spyware on their comput-
ers (Shih, 2015: 22). It may also be sensible for researchers to carefully consider 
how they use social media during fieldwork, because posting pictures on services 
like Instagram or Facebook may effectively leave a GPS trail to the places we 
visit.

Another potential digital risk in politically volatile environments is phishing, 
which refers to attempts to obtain sensitive information or discredit individuals by 
disguising as a trustworthy entity, for example as a website, email or Facebook 
group. Such attempts are common in authoritarian states where security agencies 
seek to lure political opponents to reveal their true loyalty. Security agencies may 
attempt to have political activists visit illegal websites that make them prosecuta-
ble. Cyber criminals are also known to use different phishing techniques to hold 
people’s computers for ransom (so-called ransomware) or by installing spyware 
on computers.15 The easiest way to guard against phishing attacks is to use com-
mon sense and never click on unknown or suspicious links.

Finally, the interruption of network services may compromise the field research-
er’s personal security or obstruct our ability to effectively conduct field work. 
Foreign correspondents in China, for instance, have reported intentional distrib-
uted denial-of-service (DDoS) assaults on their servers as a means of crippling 
their reporting effectiveness (O’Brien, 2011). Governments regularly restrict or 
deny access to sensitive digital content or popular social media outlets, hence 
making communication more difficult (Freedom House, 2016). The interruption 
of network services can be particularly precarious when coinciding with political 
upheavals, war or natural emergencies, as field researchers are increasingly 
dependent on cell phone signals, GPS and internet services. Although there are 
ways to access the internet even under such extraordinary circumstances, they are 
technically challenging and unreliable. Researchers that operate in such volatile 
environments can pre-empt the challenges that arise from network interruption by 
designing emergency evacuation protocols that are not dependent on electronic 
communication.

Conclusion
This article has sought to contribute to the emerging literature on digital security 
and online research ethics by outlining and reflecting on three sets of ethical chal-
lenges that may arise during the course of fieldwork and by providing some initial 
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thoughts on how to mitigate these risks. I summarize these as a number of basic 
guidelines in Table 2.16 These guidelines differ from existing recommendations by 
also taking informed consent and personal integrity into account, in addition to 
known concerns regarding data security and communication (see Aldridge et al., 
2010; Tanczer et al., 2016). Although these guidelines may go some way in allevi-
ating digital risks for field researchers, one should keep in mind that they at best 
constitute necessary, and not sufficient, conditions for digitally secure fieldwork. 
Sound digital risk assessment is about anticipating risks and weighing them against 
the possible consequences of a security breach. Given that technical solutions can 
seem daunting to most academics, researchers who plan to undertake research on 
sensitive topics and in dangerous environments are recommended to always seek 
technical and legal advice.

Two important caveats are in order. First, it is important to note that certain 
security precautions can themselves constitute a security risk because the use of, 
for instance, encryption and circumvention tools may signal suspicious activity 
and hence attract undue attention (Tanczer et  al., 2016: 351). Some authorities 
specifically crack down on encryption software users, and protocols like PGP and 
GPG are illegal in certain countries (Hankey and Clunaigh, 2013: 541). Researching 
topics that fall under special jurisdiction may also allow law enforcement agencies 
to search or seize our devices. When possible, transparency and efforts to ensure 
local cooperation and acceptance may still be the most viable approach to protect 
researchers, respondents and data against digital risks (see UNOCHA, 2014: 17).

Second, researchers should remain cautious about employing technical solu-
tions to what are essentially ethical problems (see Hankey and Clunaigh, 2013: 
540). Digital risks are clearly technical in nature, but like all ethical challenges of 
fieldwork they arise as a result of factors that have more to do with the research 
topic and specific context than the mere existence of surveillance technology or 
spyware. Technical measures may induce a false sense of security that can put 
both the researcher and his or her respondents at risk and divert attention from 

Table 2.  Basic guidelines for digital security in field research.
1.  Conduct a digital risk assessment.
2.  Devise a realistic routine for safe data management.
3.  Map your ‘online-self’ before leaving for fieldwork and avoid unnecessary social media activity.
4.  Always seek informed consent before sharing data in online archives.
5.  Use strong password protection on all electronic devices and sensitive files.
6.  Store fieldwork data in encrypted folders or on encrypted disks.
7. � Avoid sensitive tasks when connected to public networks or when visiting non-encrypted 

websites.
8.  Contemplate the risks of using ICTs to collect and record data.
9.  Beware of metadata in publically circulated documents and files.
10.  Use encryption when communicating with confidential research participants.
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critical ethical considerations regarding the viability of fieldwork or the basic 
moral impediments of academic research. If fieldwork is deemed too risky for the 
respondents or researchers, scholars are better off redesigning or abandoning 
their project than carefully calibrating their Firewall (see Wood, 2006: 374).

Two general suggestions that may facilitate further discussion on digital risks in 
fieldwork emerge from the preceding discussion. The first suggestion is an invitation 
to other scholars to reflect on ethical challenges that they have encountered when 
doing fieldwork. A key message in the existing literature and in this article is that digi-
tal risks are context-dependent and that there are no universal solutions. Efforts to 
improve digital risk assessments would be greatly aided if scholars more frequently 
were to report and reflect on digital security challenges they have experienced, as is 
the case with regard to other ethical considerations. We also need more elaborate ethi-
cal debates about how the use of ICTs during fieldwork affects selection bias, the 
ethics of remote sensing tools, and the use of social media in research (see, for exam-
ple, Fileborn, 2016; Firchow and MacGinty, 2017). The second suggestion is that it 
might be a good idea for university departments, IRBs and social science associations 
to develop concrete guidelines for digital risk assessments and provide up-to-date 
tools and methods for dealing with potential risks.17 Although the preceding discus-
sion has focused on what individual researchers can do to mitigate digital risks related 
to field research, it is important that the academic community develops firm institu-
tional support and training regarding these issues. This discussion does not claim to 
be exhaustive, and the proposed guidelines are unlikely to deter highly determined 
actors from transgressing confidentiality measures or accessing our digital data. It is, 
however, my hope that this article will spur increased awareness and reflection of this 
important topic among researchers engaged in fieldwork.
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Notes
  1.	 Both researchers had their digital data seized by law enforcement authorities and later 

contemplated how better digital security could have mitigated some of the resulting 
consequences for their research participants. Although such challenges could probably 
be mitigated by measures such as the Certificate of Confidentiality provided by the US 
Department of Health (see https://humansubjects.nih.gov/coc/background), which pro-
tects health researchers against having their data seized by law enforcement authorities, 
they are unlikely to work equally well when working on politically sensitive topics like 
terrorism or in countries with poor rule of law.

  2.	 On the ethics of ‘virtual fieldwork’ see, for example, Rodham and Gavin (2006), Décary-
Hétu and Aldridge (2015) and Barratt and Maddox (2016). On remote data collection see, 
for example, Firchow and MacGinty (2017).

  3.	 It should be noted that Lee (1995) was published before ICTs were commonplace.
  4.	 Beyond the specific risks associated with fieldwork, there are also broader issues per-

taining to digital security that are beyond the scope of this article, for example viruses, 
ransomware, malware and distributed-denial-of-service (DDoS) attacks that make digi-
tal services unavailable. For more information on these risks see, for example, Tactical 
Technology Collective and Front Line Defenders (2017) or consult your IT department.

  5.	 Hankey and Clunaigh (2013: 546) draw a similar conclusion for human rights 
defenders.

  6.	 The protocol is a simplified version of two more advanced templates for carrying out 
digital risk assessments, the guidelines provided by Tactical Technology Collective and 
Frontline Defenders (available at https://securityinabox.org/en/lgbti-mena/security-risk/) 
and the protocol by the Rory Peck Trust, an organization working to ensure the safety 
of freelance newsgatherers around the world (available at https://rorypecktrust.org/
resources/digital-security/digital-risk-assessment/downloads?cu=en-GB).

  7.	 I owe this point to the insightful comments by an anonymous reviewer.
  8.	 Simple, and less sophisticated, solutions include the guidelines provided by the word-

processing software companies, such as the step-by-step guide provided by Microsoft 
Office (see https://support.office.com/en-us/article/Remove-hidden-data-and-personal-
information-by-inspecting-documents-356b7b5d-77af-44fe-a07f-9aa4d085966f).

  9.	 The KeePass application (KeePass for Windows/Android and KeePassX for Mac/iPhone) 
allows users to store passwords behind solid encryption.

10.	 Lane (2016: 83) provides one example of how to allocate such unique identifier numbers.
11.	 Veracrypt has a deniability function which allows users to hide their encrypted folders.
12.	 On travelling with your data, see the guidelines provided by the Electronic Frontier 

Foundation (Schoen et al., 2011).
13.	 Services like Panopticlick (https://panopticlick.eff.org/) can analyse how well your 

browser and add-ons protect you against online tracking and assess how unique your 
digital fingerprint is. It also provides advice on how to increase your anonymity online.

14.	 More information about the Tor Project and downloads are available at https://www.tor-
project.org/.

15.	 Consider, for instance, the many invitations to serve as editors for an obscure journal that 
end up in our email inboxes on a daily basis.

16.	 On data security, see also the 14 guidelines developed by Aldridge et al. (2010). Some of 
the guidelines outlined here (notably number 2, 5, 6 and 9) are based on their guidelines.

17.	 Tanczer et al. (2016: 352) make a similar point.

https://humansubjects.nih.gov/coc/background
https://securityinabox.org/en/lgbti-mena/security-risk/
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https://support.office.com/en-us/article/Remove-hidden-data-and-personal-information-by-inspecting-documents-356b7b5d-77af-44fe-a07f-9aa4d085966f
https://support.office.com/en-us/article/Remove-hidden-data-and-personal-information-by-inspecting-documents-356b7b5d-77af-44fe-a07f-9aa4d085966f
https://panopticlick.eff.org/
https://www.torproject.org/
https://www.torproject.org/
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