Li and Wang Advances in Difference Equations (2015) 2015:90 ® Advances in Difference Equations

DOI 10.1186/513662-015-0442-6

a SpringerOpen Journal

RESEARCH Open Access

Multiple positive solutions of nonlinear
third-order boundary value problems with
integral boundary conditions on time scales

Yongkun Li" and Lingyan Wang

“Correspondence: yklie@ynu.edu.cn
Department of Mathematics,
Yunnan University, Kunming,
Yunnan 650091, People’s Republic
of China

@ Springer

Abstract

In this paper, we consider a class of nonlinear third-order boundary value problems
with integral boundary conditions on time scales. By applying a generalization of the
Leggett-Williams fixed point theorem, we establish the existence of at least three
positive solutions. The discussed problem involves both an increasing and positive
homomorphism, which generalizes the p-Laplacian operator. As an application, we
give an example to illustrate our results.
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1 Introduction

In recent years, much attention has been paid to boundary value problems with integral
boundary conditions due to their various applications in chemical engineering, thermo-
elasticity, population dynamics, heat conduction, chemical engineering underground wa-
ter flow, thermo-elasticity, and plasma physics. Many results for the boundary value prob-
lems with integral boundary conditions have been reported in the literature (see [1-5]
and references therein). For example, in [5], Guo et al. considered the following boundary
value problem:

u" (@) +f(tu'(2),u’(t)) =0, te(0,1),

w©0)=0,  w'(0)=0, uQ)= [ gt)u@dt, )

where f: [0,1] x R* x R™ — R* is a nonnegative function. By applying the fixed point
index theory in a cone and spectral radius of a linear operator, they found that (1) has at
least one positive solution.

On the other hand, the study of dynamic equations on time scales, which has been cre-
ated in order to unify the study of differential and difference equations, is an area of math-
ematics that has recently received a lot of attention; moreover, many results on this issue
have been well documented in the monographs [6-8].

In addition, boundary value problems with integral boundary conditions on time scales
represent a very interesting and important class of problems. The study of boundary value
problems on time scales has received a lot attention in the literature (see [9-18]). For ex-
ample, in [17], Li and Zhang studied the second-order p-Laplacian dynamic equation on
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time scales,

(0, (x2(®))" + Af (6,(), @) =0, £€(0, ), 2)

with integral boundary condition

0
x2(0) =0, ax(T) — Bx(0) = / g(8)x(s)Vs. (3)
T
By using the Legget-Williams fixed point theorem, they obtained some criteria for the
existence of at least three positive solutions to problems (2)-(3).
In [18], Han and Kang considered the existence of multiple positive solutions for the
following third-order p-Laplacian dynamic equation on time scales:

(@, @)Y +f(t,u®) =0, t€la,b],
au(p(a)) - u”(p(a)) =0,

yu(b) + 8u®(b) =0,

u*®(p(a)) = 0.

(4)

By using fixed point theorems in cones, they obtained the existence criteria of at least two
positive solutions to problem (4).

However, to the best of our knowledge, there is no paper published on the existence of
multiple positive solutions to nonlinear third-order boundary value problems with inte-
gral boundary conditions on time scales. This paper attempts to fill this gap in the litera-
ture.

Motivated by the above, in this paper, we are concerned with the following third-order
boundary value problem with integral boundary conditions on time scale T:

(p(=u2 N + q)f (£, u(t), u® () =0, te]0,1]r,
au(0) — bu®(0) = folgl(syu(s))AS»

cu(l) + du(1) = [ g (s)((s)) As,

MAA(I) — 0’

(5)

where T is a time scale, 0 and 1 are points in T, [0,1]1:=[0,1]NT, ¢ : R — Ris an increas-
ing and positive homeomorphism (see Definition 2.3) with ¢(0) = 0.

Our main purpose of this paper is to study the existence of multiple positive solutions
to (5). Our method of this paper is based on some recent fixed point theorems derived by
Bai and Ge (see [19]). As an application, we give an example to illustrate our results.

Throughout this paper, we assume that the following conditions are satisfied:

C1) a,b,c,d € [0, +00) with p := ac + ad + bc > 0,

C,) f € C([0,1]T x R* x R*,R*) with f(¢,0,0) #0 for all £ € [0,1],
Cs3) @ € C([0,1]r x R*,R*), g¢» € C([0,1]1,R") and g € C([0,1]T,R").
Cs) p— folgz(s)(b +as)As > 0.

—~ o~ o~ o~

2 Preliminaries and statements

In this section, we provide some background materials from theory of cones in Banach
spaces. The following definitions can be found in the book by Deimling [20] as well as in
the book by Guo and Lakshmikantham [21].
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Definition 2.1 Let E be a real Banach space. A nonempty closed convex set P C E is called
a cone if it satisfies the following two conditions:

(i) x € P, A >0 implies Ax € P;

(ii) x € P, —x € P implies x = 0.
Every cone P C E induces an ordering in E given by x <y if and only if y — x € P.

Definition 2.2 A map ¥ is said to be a nonnegative continuous concave functional on a
cone P of a real Banach space E if ¢ : P — [0, 00) is continuous and

Y(tx+ 1-t)y) =ty (x) + A - )Y ()

for all x,y € P and ¢ € [0,1]. Similarly, we say that a map « is a nonnegative continuous
convex functional on a cone P of a real Banach space E if o : P — [0, 00) is continuous and

ot(tx +(1- t)y) <ta(x)+(1-a®)
forallx,y € Pand ¢ € [0,1].

Definition 2.3 A projection ¢ : R — R is called an increasing and positive homomor-
phism if the following conditions are satisfied:
(i) Ifx <y, then ¢p(x) < p(y) forallx,y € R;
(ii) ¢ is a continuous bijection, and its inverse mapping is also continuous;
(iil) @(xy) = p(x)@(y) for all x,y € R*, where R* = [0, +00).

Let ¢ be a nonnegative continuous concave functional on P, and & and 8 be nonnegative
continuous convex functionals on P. For nonnegative real numbers r, a, and /, we define

the following convex sets:
Plo,r; 8,1) = {u eP:a(u)<r,Bu) < l},
Pla,r; 8,1) = {u eP:au)<rBu) =< l},
Plo,r; B,54,a) = {u eP:a(u)<r,Bu) <L, y(u)> a},
Plo,r; B, yr,a) = {uePra(u) <r,B(u) <L,y (u) > al.

To prove our main results, we need the following fixed point theorem, which comes
from Bai and Ge in [19].

Lemma 2.1 [19] Let P be a cone in real Banach space E. Assume that constants ry, b, d, r,
h,and ly satisfy0 <ry <b<d <ryand 0 <[} <[,. Ifthere exist two nonnegative continuous
convex functionals o« and B on P and a nonnegative continuous concave functional ¥ on P
such that:

(A1) there exists M > 0 such that ||u]| < M max{x(u), B(u)} for all u € P;
(Az) Pla,r; B,0) # 0 forany r>0 and l > 0;
(As) V() < a(u) for all u € P(a,ry; B, 1);

and if F : P(a, ra; B, o) — Plat, ro; B, 1) is a completely continuous operator which satisfies

(By) {ue I_’(oz,d;,B,lz; v,b:y(u) > b)Y #9, Y(Fu) > b foru e I_)(Ol,d;ﬂ,lz;lff,b);
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(Ba) a(Fu)<r, B(Fu)<h forue Plo,r1; B, 1h);
(Bs) W (Fu)>b forue P, r2; B, la; W, b) with a(Fu) > d,

then F has at least three different fixed points uy, uy, and us in P(a,r9; B, 1) with

uy € P(a,ri; B, 1), uy € {P(a, 725 B, bas ¥, b : () > b)},
usz € I_)(O[, 2B, b) \ ([_’(0517”2;,3»12;&0,}?) UI_)(O(,I"l;,B,ll)).

Let E = C2[0,1] = {# and u® are continuous on [0,1]7}. Then E is a Banach space with

respect to the norm

, max }MA(t)H.

[l z]| =max{ max {u(t)
te[0,1] t€[0,1]y

Define
P= {u eE:u(t) > 0,u™(t) > 0,u(t) is concave on [0, 1]T}.

Clearly, P is a cone.

Lemma 2.2 Assume that (C1)-(C3), and p — folgz(s)(b +as)As #0 hold. Thenu e E is a
solution of the boundary value problem (5) if and only if u(t) is a solution of the following

integral equation:

u(t) = Al G(t,s)¢p! (/1 q(O)f (t,u(r), uA(r))Ar) As+ (d+c(1-10)Ps + (b +at)¥y,

where
Gl [(b rac(s)d+c(l-1), 0<o(s)<t=<l, ©
plb+at)d+cl-0(s)), 0<t<s<l,
1 1
O = ;/0 ai(s, u(s)) As, (7)

1 -1F p1
Wy i= |:,o _/0 2(s)(b +as)As] |;/O £()Tr(s)As
1 1
+ %(/0 28)(d +c(1-9) As) /0 als u(s))As:|, (8)
1 1
Tp(t) := /0 G(t,s)p7t (/ q(‘[)f(f,u(l’),uA(T))AT) As.
Proof Let
t 1
u(t) = / l(b + aa(s)) (d +c(1- t))qﬁ_1 (/ q(r)f(r,u(t), MA(T))Al')AS
o P s

/llaa H(d+c(1-0(s))¢™ /1(>( (0)u® (1)) A7 ) A
+ S +at)(d+c(l1-0(s)))p (Sqrft,ut,u T 1:) s

+(d +c(1-1)) s + (b + at) V. 9)



Li and Wang Advances in Difference Equations (2015) 2015:90
Taking the A-derivative of (9), we get
AR = — ‘ ¢ -1 ! A
u”(t) = /0 p (b + aa(s))d) (/S q(r)f(t,u(r),u ('C))A'C) As
1 1
+/t %(d+ c(1-0(s))¢™ (/ q(r)f(r,u(r),uA(t))At)As
—c®r +aly.
It follows that
utb(t) = %(—C(b +ao(t)) —a(d+c(1-0()))
1
x ¢! (/ q()f (v, u(z), uA(r))Ar)
1 1
- _;(ac +ad +bc)p™! </ q(v)f (v, u(t), uA(r))Ar)
1
=—¢! (/ q(@)f (t,u(x), uA(r))Ar), (10)

hence, #*2(1) = —¢~1(0) = 0 and

B(-ud2(0) = / O (r () (1) A,
0

(B(-u*2(0))" = —qe)f (&, u(®), u®©®)),
that is,

(B(-u2®))" + a@)f (&, u(®), u®(®) = 0.

Furthermore, we have

1 b 1
u(0) = / ) (d+c(1-0(s))p™ (/ q(o)f (v, u(t), uA(r))Ar) As+(d +c)®s + by,
0 s

1, 1
u®(0) = / —(d+c(1-0(9))g™ </ q()f (t,u(z), uA(r))Ar>As —c®s +aV¥y,
0o P s
hence
au(0) — bu®(0) = p®r
1
= / a (s, u(s))As. (11)
0

Since

ld 1
u() = / ;(b +ao(s))g™ (/ q(o)f (v, u(t), MA(T))Al')AS +d®s + (b +a)¥y,
0 s

Page 5 of 15
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1, 1
u(Q) = —/ —(b + ao(s))qb’1 (/ q(r)f(r,u(r), MA(‘L'))AT) As —cPy + a¥y,
0o P

N

we obtain

cu) + du®(Q) = p¥r

1 1 1
=i[gxo(f G@»wl(/’ﬂry@anMAu»Af)As
0 0 s

+(d+c(1—§))<bf+(b+a§)\llf>A§. 12)
From (11) and (12), we find that ® and Wy satisfy

oy = %folgl(s, u(s))As,
[— fo @5)(d + c(1—5)As] s + [0 — [y @2(s)(b + as) As] Wy
= s @OT1)As,

which implies that ®; and W, are defined by (7) and (8), respectively. The proof is com-
plete. d

Define an operator F : P — E by

1 1
(Fu)(t):A G(t,s)qbl(/ q(t)f(r,u(r),uA(r))Ar)As

s

+(d+c(1-1)@f + (b +at) ¥y, (13)
where G, ®y, and ¥, are defined by (6), (7), and (8), respectively.

Lemma 2.3 Assume that (Cy)-(C4) hold. Then for u € P, we have:
(1) (Fu)(t) is concave on [0,1]T.
(ii) (Fu)(t) >0 forte[0,1].

Proof For u € P:
(i) By the definition of F and similar to the proof of (10), we have

1
(Fu)®2(t) = —¢! </ q(t)f(r, u(t), uA(r))Ar) <0, (14)

so (Fu)”(t) is nonincreasing. This implies that (Fu)(£) is concave.
(ii) From (6) and (13), we can verify that (Fu)(¢) > 0 for ¢ € [0, 1]t.
The proof is complete. O

Lemma 2.4 Let (C1)-(Cy) hold. Assume that
(Cs) c— folgz(s)As <0.

Then (Fu)®(t) > 0 for u € P and t € [0,1].
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Proof On the contrary, we assume that the inequality (Fu)*(t) < 0 holds for u € P and
t € [0,1]r. By Lemma 2.3, we see that (Fu)*(¢) is nonincreasing on [0, 1]t. Hence

(Fu)*(1) < (Fu)™(t), te[0,1]r.

Similar to the proof of (12), we easily obtain

1
c(Fu)(Q) + d(Fu)® (1) = / 22(8)(Fu)(s) As.
0
Hence
—E(Fu)(l) + l fl (s)(Fu)(s)As = (Fu)® (1) < (Fu)* () < 0
d d), & = '

Clearly, we have

1

1 1
(Fu)(1) / L(s)As = / L(s)(Fu)1)As < / &(8)(Fu)(s)As < c(Fu)(1),
0 0 0

that is,

1
(c - / o (s)As) (Fu)(1) > 0.
0

According to Lemma 2.3, we have (Fu)(1) > 0. So, ¢ — fol 22(s)As > 0. However, this con-
tradicts condition (Cs). Consequently, (Fu)2(£) > 0 for ¢ € [0,1]7. The proof is complete.
a

Lemma 2.5 Suppose that (Cy)-(Cs) hold. Then F : P — P is a completely continuous op-

erator.

Proof From Lemmas 2.3 and 2.4 it follows that F : P — P is well defined. Next, we show
that F is completely continuous. To this end, we assume that m is a positive constant and
u € P, ={ueP:||lu| <m).Note that the continuity of (¢, u(t), u* (t)) and q(t) guarantees
that there is an M > 0 such that g(£)f (¢, u(t), u®(£)) < ¢(M) for all ¢ € [0,1]7. Therefore,
according to Lemma 2.4 and Lemma 2.3(i), we have

max |(Fu)(®)| = (Fu)(1)
te[01]T

1 d 1
:/ —(b+ao(s))¢_l(/ q(r)f(r,u(r),uA(r))Ar)As
0o P s

+d®r + (b +a)¥y

1 1
5/ g(b+a)¢_1(/ q(T)f(t,u(‘E),MA(t))At)AS+dq)f+(b+6l)‘llf
o P 0

14 3 1
5[0 ;(b+a)¢> (/0 ¢(M)Ar>As+d<I>f+(b+a)\I/f

am
<—0b+a)+dPs+ (b+a)¥
P
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and

max |(Fu)A(t)| = (Fu)®(0)
te[01]T

0

1, 1
=/0 —(d+c(1—<7(s)))¢_1(/ q('C)f(t,M(‘E),MA(t))At)As

—c®r +a¥y
1 1
5/0 %(d+c)¢1(/0 q(r)f(f,u(r),uA(r))Ar>As+a\yf

1 1
5/0 %(d+c)¢‘1</0 ¢>(M)Ar)As+a\Ilf

aM
<—(d+c)+a¥y,
P

which imply that FP,, is uniformly bounded. In addition, since FP,, is uniformly bounded,
according to the mean value theorem (Theorem 1.14 in [7]), one can easily see that, for
ue I_)m, t, £y € [0,1] T,

|(Fu)(t2) - (Fu)(t1)| —0, asty—tH — 0. (15)

From (14), for all 4 € P,,,, ¢ € [0,1]r, it follows that

t 1
(Hﬁﬁﬂ=(ﬁﬁAm)—/1¢4</1qhﬁ(nuhLuAh»Ar)A&
0 s
Hence, for all u € P,,, £, t, € [0,1]1, we have

t 1
|(Fu) (£2) = (Fu)® (1) | = ‘/ ¢! (/ q(f)f(f,u(f),uA(T))Af>AS
0 s

ty 1
—/ ¢_1(/ q(r)f(t,u(r),uA(r))Ar>As
0 s
f 1
/ ¢! (f q(T)f(t,M(‘E),MA(T))At) As

2

=

/lwme»m

ty

=M|t, —t1],
which implies that
() () - (F) ()| — 0, asty—ty — 0. (16)

Therefore, (15) and (16) imply that Fu is equicontinuous for all u € P,,. By applying the
Arzela-Ascoli theorem on time scales, we can see that FP,, is relatively compact. In view
of Lebesgue’s dominated convergence theorem on time scales, it is clear that F is a con-
tinuous operator. Hence, F : P — P is completely continuous operator. The proof is com-
plete. O
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3 Mainresults
For u € P, we define

a(u) = max |u(t)| =u(1), B(u) = max |MA(L‘)‘ =u®(0),
te[0,1]1 te[0,1]T

Y(u) = , r[m% u(t) = u(w).

It is easy to see that o, 8 : P — [0, 00) are nonnegative continuous convex functionals with
lze]| = max{o (), B(m)}; ¥ : P — [0, 00) is nonnegative concave functional. We have ¥ (1) <
a(u) for u € P, this means that assumptions (A;)-(Az) in Lemma 2.1 hold.

Suppose that w € T with 0 < w < 1. For convenience, we introduce the following nota-

tions:

w 1
- -1
Q.—/O G(w,s)p (/w q(r)Ar)As,

1

1
T(s):= | Gls,y)o™ (/0 q(r)At> Ay,

0

1, N
A.—fo ;(d+c)¢ (/0 q(r)Ar)As

-1
¥ a[p - /Olgz(s)(b + as)Asi| Algz(S)(F(s) + %(dJr c(d —S))> As,

1 d 4 1 d
E.—/O ;(a+b)¢ (/; q(r)Ar)As+;

1 -1 1
+(b+a) |:p - / o8B+ as)As:| / 2(s) <F(s) + 1
0 0

— (d +c(1- s))) As.
0
Theorem 3.1 Assume that (C1)-(Ca) hold. If there exist constants r1, 1, ra, l1, and I, with
O<ri<r< é <1y, 0 <l <1, such that é < min{%, ZXZ}. Suppose further that f, g satisfy
the following three conditions:
(i) £(t,u,v) < min{$(2),(2)}, [y gi(s, u)As < min{2, 2}, for
(t; u, V) € [O»I]T X [01 7"2] X [_12»12];
(i) f(t,u,v) > P(g) for (t,u,v) € [w, U x [r, 2] x [=h, b];
(i) £t u,v) <min{p(2), (L)}, [ @i(s,u)As < min{’L, 1}, for
(t,u,v) € [0,1]1 x [0,71] x [=h, 4]
Then problem (5) has at least three nonnegative solutions uy, u,, us, which satisfy

max {ul(t)} <r, max ‘uf(t)| <l
te[0,1]T te[0,1]T
r< min {Mz(t)} < max {uz(t)} <, max |u2A(t)| <lUb;
te[w,1]T te[0,1] te[0,1]
. r
min {us(t)} <r, r < max {uz(t)} < —, L < max |ug )| <b.
te[w1]T te[0,1] w te[0,1]r

Proof The boundary value problem (5) has a solution # = u(¢) if and only if u solves the
operator equation Fu = u. Thus, we set out to verify that the operator F satisfies the gen-
eralization of the Leggett-Williams fixed point theorem, which will prove the existence of
a fixed point of F.
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We first prove that if assumption (i) is satisfied, then F : P(c, 795 B, 1y) — Pot, 123 B, 1s).
Letue I_’(a,rz;ﬂ,lz), then

te[0,1]r tel0,1]

o(u) = max |u(t)| <ry, B(u) = max ‘uA(t)’ <,

and assumption (i) implies

l

f&ue),u(0) < min{d)(;—z),d)(X) }, t € [0,1]7.

For all 4 € P, we have Fu € P, therefore,

and

o(Fu) = max ’(Fu)(t)| = (Fu)(1)

te[0,1]T

1 1
= / %(b +ac ()¢~ (/ q()f (v, M(T),MA(‘L'))AT> As+d®y + (b+a)¥y
0

S

1 d 1
5[ —(b+ao(s))¢’1(/ q(r)f(t,u(r),uA(r))Ar>As+d<1>f+(b+a)\llf
o P 0

1 1
5[0 %(b+a)¢>l</0 q(r)¢(%)Ar)As+é—’z
1 -1 1
+(a+b)%|:p—/0gz(s)(b+as)As:| /0

_n 'd S [1 d
_E</o ;(b+a)¢ (‘/0 q(r)Ar>A5+;

1 -1 1 1
+(a+b) [,o - / 26)(b+ as)As] / o(s) (F(s) + ;(d +c(l —s))> As)
0 0

:}"2

B(Fu) = tg})af]‘TKF“)A(t” = (Fu)*(0)

= /01 %(d +c(1-0(s))g™ (fsl q()f (t,u(z), uA(r))Ar>As —c®f +a¥y

1 1
< /0 %(d + c(l - U(s)))df1 </s q(r)f(r, u(t), MA(‘E))AT)AS +a\¥y

< /01 %(d re(l-0())p™ (/01 q(t)q&(%) At) As

1 -1 1
+ %12 |:,0 - /(; &)+ as)As} /0 g2(5)<F(S) + %(d +c(l- s)))As

_b(['a ~ 1( ! )
_A</O %dcli-a(9)o /Oq(,)m N
-1
+“[p—/olgz(s)(b+us)As] /Olgz(s)(r(sn %(d+6(1—s)))As>

=l

Thus, F € P(a, ry; 8,1) and F(P(a, r3; 8, 1)) C Pla, a3 B, 1).

g2(5)<r(5) + %(d +c(l- s))) A

S
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Secondly, we show that condition (B;) of Lemma 2.1 holds. We let u(t) = ~ for ¢ € [0,1]7.
It is obvious that u(f) = - € P(a, ~;B,h) and ¥ (u) = = > r, and consequently

{ueP(a, s Bl Y, ):w(u)>r}7/(2).

For all u € P(e, =3B, ¥, 7), we have r < u(t) < 7, |u®(t)| < I for t € [w,1]r. Thus, by

assumption (ii) we get

f(t, u(t), MA(t)) > ¢<é>, fort € [w,1]T.
From the definition of the functional ¥ we see that
v (Fu) = tenZ)i? |(Fu)(t)| = (Fu)()

1
G(w S)p~ 1(/ q(t)f 7, u(T), uA(t))Ar>

(d+c1 w))CDf+ (b + aw)¥

1
G(w S)p~ 1(/ q(t)f l' u(t), MA(T))Al')A

s)p~ q (@)f (v, u(t),u (r))Ar)As

1) 3 r
>‘/0 G(w,s)p (/;) q(r)¢(§>Ar>As
~ L w 3 1 )
= Q/o G(w,s)p (/w q(r)At)As r.

So, we obtain ¥ (Fu) > r for u € P(«, =3B, ¥, 7). Therefore, condition (B;) of Lemma 2.1
is satisfied.

Thirdly, we show that the condition (B;) of Lemma 2.1 is satisfied. Forall 4 € I_)(a, r; B, 0),
we have 0 < u(t) < r, -l; <u®(t) <l for t € [0,1]7. From assumption (iii) we obtain

£t u®), u®®) < min{q&(%),q&(%) } t[0,1]r.

Thus

o(Fu)

max |(Fu)(t)| = (Fu)(1)
te[0,1]T

fl %(b + aa(s))d)’1 (/lq(ry(t,u(r), uA(r))Ar> As+d®r+ (b +a)¥
0 s

1 1
< / g(19 +ao(s))p™ (/ q()f (z, u(r),uA(r))Ar>As +d®r + (b +a)¥y
o P 0

ld 1 1 rn drl
</0 ;(b+aa(s))¢ (/0 q(r)¢<f> )As+p—E
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1 -1 1
+(b+a)%|:p—/o gz(s)(b+as)As:| /0gg(s)(F(s)+%(d+c(1—s)))As

r ld 1 1 d
E(/() ;(a+b)¢ </0 q(r)Ar)As+;

-1
+(b+ a)[,o - /Olgz(s)(b + as)As] /(;lgz(s)(F(s) + %(a’ +c(1 —s)))As)

:}"1

and
B(Fu) = t$a§T|(F“)A(t)| = (Fu)*(0)

1, 1

= / ;(d +c(1-0(s))g™ (/ q()f (t,u(z), uA(r))Ar>As —c®f +a¥y

0 s

1 1

< /0 %(d + c(l - U(s)))df1 </s q(r)f(t, u(t), MA(‘E))A‘E)AS +a\¥y
1 a 4 1 ll

< /0 ;(d+c)¢ </0 q(t)qb(X)Ar)As

a11

-1
+ N |:,0 - /:gz(s)(b + as)As:| /Olgg(s)<F(s) + %(d +c(1 —s))) As

(L 00 (4
= A(/() p(d+c)¢ /Oq(t)Ar As

-1
i a|:,0 - /Ong(S)(b + aS)AS] /Olgz(S)(F(S) + %(d +c(1 —S)))AS>

= 1.

We get F: P(e, r1; B, 1) — Pat,r1; B, 1), which means that (B,) in Lemma 2.1 is satisfied.
Finally, we show that

V(Fu)>b foru € P(a,ry; B, la; ¥, b) with a(Fu) > d.

It is easy to see that (Fu)*2(t) < 0 for any ¢ € [0, 1]t. Hence (Fu)® is a decreasing function

on [0,1]7. This means that graph of Fu is concave down on (w, 1)t. So, we have

(Fur) (@) - (Fu)(0) _
- >

(Fu)(1) - (Fu)(0),
namely,

(Fu)(w) = o(Fu)(1) + (1 - w)(Fu)(0) = w(Fu)(1). 17)
For all u € P(a, ra; B, b; ¥, r) with a(Fu) > £ and (17), we have

Y(Fu) = min Fu(t) = Fu(w) > wFu(l) = max Fu(t) = wo(Fu) > r.
te[w 1l te[0,1]y
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Therefore, condition (B3) of Lemma 2.1 is satisfied. So, all the conditions of Lemma 2.1 are
satisfied. It follows from Lemma 2.1 and the assumption that f(£,0,0) # 0 on [0, 1] that F
has at least three fixed points u;, uy, u3 satisfying

max {u ()} <, max |ui(£)| < b

te[0,1]r te[0,1]

r < min {uz(t)} < max {uz(t)} <7y, max ’uZA(t)| <l
te[w1]T te[0,1]T te[0,1]1
. r

min {ug(t)} <7, 71 < max {ug(t)} < —, I < max |u3 () | <.
telw1]T te[0,1]T w te[0,1]T
The proof is complete. O

If p(x) = ®,(x) = |x|P~2x for some p > 1, where @;l = &4, then (5) can be written asa BVP
with a p-Laplace operator:

(@,(-u22O))* + q(O)f (&, u(®),u*(®) =0, t<[0,1]r,
au(0) — bu®(0) = folgl (s, u(s)) As,

cu(1) + du®(1) = fo g (s)uls)As,

ut2(1) = 0.

(18)

Then, by Theorem 3.1, we have the following.

Corollary 3.1 Assume that (Cy)-(Cs) hold. If there exist constants ry, r, ry, b, and I, with
O<ri<r< é <ry, 0<l; <y such that < mln{’2 12} Suppose further that f, g satisfy
the following three conditions:
(i) f(t,u,v) < min{®,(2), ®,(2)}, [ @1(s,u)As < min{’2, 2}, for
(t,u,v) € [0,1]T x [0,7] x [ b, L];
(i) f(t,u,v) > @pu(g) for (t,u,v) € [w, 1] X [r, 2] X [-I, L];
(iii) f(t u,v) < min{®,(}), <I>p(lK1)}, folgl(s, u)As < min{%, %},for
(&, u,v) € [0,1]1 x [0,r1] x [-h, L].
Then problem (18) has at least three nonnegative solutions uy, us, us, which satisfy

max {ul(t)} <, max ‘u | <l
te[0,1]p tel0,1]T
r< min {Mz(t)} < max {uz(t)} <ry, max |u2A(t)| <l
te[w,1]T te[01] te[0,1]
) r
min {ug(t)} <r, r1 < max {ug(t)} <—, l1 < max |u3A(t)| <.
te[w1]T te[0,1] w te[0,1]r

4 An example
Let T=[0,1]. Take g(t) =1,a=3,b=1,c=
ing BVP:

%, and d = 4 for t € [0,1]. Consider the follow-

(@(—u2 (O™ +f (&, ut),u () =0, te[0,1],
3u(0) — u®(0) = [, @i(s,u(s))As,

Lu(1) + 46 (1) = [ @2(s)uls) As,

ut4(1) =0,

(19)
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3
oW =u,  altu)=tu+ (%) t,  o@)=1

By calculating, we have p = 33—8, and

25 _t
G(t,s>:i{(1+3s)(;5 ) 0sssesl
38 11+3t)(2-3) 0=<t=<s<l

Setw = %, then we obtain

207 11,781 4,537
Q=21, A=2", E-= .
608 9,272 2,318

Clearly, assumptions (C;)-(Cs) hold and f(¢,0,0) # 0 on [0,1]. We choose r; = %, r=3,
r, =120, and [; = i, b=90.S00<r <r< i and 0 < ; < /3, and it is easy to check that
& < min{ %2, %2}. Now, we show that conditions (i)-(iii) are satisfied:
(i) f(t u,v) <18.020 < 61.309 ~ min{p(’2), (%)},
Jo @(su(s)As < [ (120£% + (20)3¢) As = 40.864 < 61.309 ~ min{2, 2}, for
(t,u,v) €10,1] x [0,120] x [-1,1];
(ii) f(t,u,v) >17.281 > 8.812 ~ ¢(§), for (t,u,v) € [%,1] x [3,6] x [-90,90];
(iii) f(¢,u,v) <0.1033 < 0.197 ~ min{¢(%),p(1)},
folgl(s, u(s))As < fol 112 As~0.1667 < 0.197 ~ min{%, ZKI}, for
(tu,v) €10,1] x [0,3] x [-1, 3.
From the above, we see that all the conditions of Theorem 3.1 are satisfied. Hence, by
Theorem 3.1, BVP (19) has at least three nonnegative solutions u, uy, us such that

1 1
max {ul(t)} < -, max {uf(t)| < —;
te[o1] 2 tel0,1] 4
3 < min {uz(t)} < max {Mz(t)} <120, max |u2A(t)| <90;
te[0,1]T te[0,1]T te[01]T
min {I/lg(t)} <3, 1 < max {I/lg(t)} <6, 1 < max |u§(t)| <90.
telo ] 2 tel0d]t 4 telol]r -
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