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Abstract: Communication systems usually adopted different encoding

structures of convolutional codes (CCs) and turbo codes (TCs). This Letter

proposes a unified encoder embedded trellis router (UEETR) to support

various decoding of single-binary/double-binary (SB/DB) CC and TC

encoding structures with a small hardware overhead. Furthermore, a low-

latency UEETR and a hardware-shared radix-4 UEETR are explored to

reduce initial setting time and to support radix-4 SB/DB CC and TC

decoding, respectively. In addition, a flexible decoding kernel with a small

area cost of proposed UEETR has been implemented by a 90-nm process.
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1 Introduction

Two well-known forward error correction (FEC) codes, convolutional code (CC)

[1] and turbo code (TC) [2, 3], were widely adopted by communication standards.

The prevalent trellis decoding algorithms of the CCs and TCs are Viterbi algorithm

(VA) [1] and maximum a posteriori algorithm (MAP) [2], respectively. Nowadays,

the MAP decoding is widely used to decode the CCs because of rapid growth of

iterative detection and decoding [4]. The different communication standards usually

adopted different encoding structures (or generator polynomials) of the TCs and

CCs. Thus the decoding trellis of MAP and VA requires distinct branch symbols

for the different encoding structures. Encoder embedded trellis router (EETR) [5]

was proposed to support the radix-2 VA decoding of single-binary (SB) CC

composed of a non-recursive systematic convolutional (NSC) encoder with mem-

ory elementM ¼ 3. It also supports the radix-2 MAP decoding of SB TC composed

of two M ¼ 3 recursive systematic convolutional (RSC) encoders. However, it

restrictively supports the radix-2 decoding trellis of VA and MAP decoding.

In this Letter, a unified EETR (UEETR) is proposed to support the alternative

SB and double-binary (DB) [3] encoding structures with an arbitrary M. However,

a large M prolongs the initial setting time of proposed UEETR. Thus a low-latency

UEETR is proposed to reduce the setting time of UEETR. In addition, this Letter

demonstrates a hardware-shared radix-4 UEETR (R4UEETR) for the radix-4

SB/DB MAP decoding [6, 7, 8].

2 Proposed UEETR

The EETR has been proposed for M ¼ 3 SB RSC encoder. Thus the UEETR for a

general DB RSC encoder must be initially derived. Fig. 1 shows a general DB RSC

encoder with M memory elements and N parity bits. In Fig. 1, XA and XB are the

double systematic bits; XPi is the ith parity bit; gij is the input signal of encoding

structure; Sj is the binary value of the jth memory element; 1 � i � N; 0 � j �
M � 1; and P is the input value before the first memory element S0. Based on

extending the derivations in [5], we can have

XA ¼ P� ðg01 � S0Þ � ðg02 � S1Þ � . . .� ðg0M � SM�1Þ;
XPi ¼ XB � ðgio � PÞ � ðgi1 � S0Þ � . . .� ðgiM � SM�1Þ:

(
ð1Þ

Note that “�” denotes an XOR operation and “�” denotes an AND operation.

According to Eq. (1), the UEETR with M (denoted as UEETR-M ) is then proposed
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to generate the branch symbol ðXA; XB; XPiÞ. Fig. 2 shows the proposed UEETR-M

that is composed of an (M þ 2)-bit binary counter and (N þ 1) sets of AND/XOR

gates. The UEETR employs the input signals gij to generate the output signals of

branch symbols before the decoding. Compared to the EETR in [5], the counter of

UEETR requires an additional memory element XB to support the DB NSC/RSC

encoder. By setting XB ¼ 0, the UEETR supports the SB NSC/RSC encoder and

generates the branch symbol ðXA; XPiÞ.

3 Low-latency UEETR

Before the decoding, the UEETR-M shown in Fig. 2 requires 2Mþ1 and 2Mþ2 cycles
to set up the branch symbols of SB radix-2 trellis and DB radix-4 trellis,

respectively. The setting time of UEETR-M prolongs the decoding latency when

the decoding is switched to a new encoding structure with a large M. Unfolding

technique is a straightforward approach to reduce the setting time of the UEETR-M.

By using an unfolding parameter f, where 0 � f � M þ 1, the binary values of f

memory elements in the binary counter of UEETR-M are implemented beforehand.

The setting time then becomes 2�f of the original one. One output signal then

becomes 2f output signals. Here, we take UEETR-6 for a design example in order

to make the CC decoder (M ¼ 6) presented in [9] flexible. When f ¼ 0, UEETR-6

is original and has eight memory elements in the binary counter. The setting time

is 256 cycles. Fig. 3 shows a detailed design of low-latency UEETR-6 with f ¼ 2

by setting the binary values of two memory elements S4 and S5 beforehand. One

output signal XPi then becomes four output signals, XPi0 � XPi3. It reduces the

Fig. 2. UEETR-M for decoding the general SB/DB NSC/RSC code.

Fig. 1. General DB RSC encoder with M memory elements and N
parity bits.
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setting time to 64 cycles. By using the unfolding technique, the four unfolded sets

accompany several additional AND/XOR gates. However, some AND gates can

be removed because gij � 1 ¼ gij and gij � 0 ¼ 0. Some XOR gates can be also

removed because gij � 0 ¼ gij and gij � 1 ¼ ðgijÞ0. For a small f, these simplifica-

tions could decrease the hardware cost of low-latency UEETR.

4 R4UEETR for the radix-4 SB/DB TC decoder

Here, a R4UEETR with M ¼ 3 (denoted as R4UEETR-3) is designed for the

radix-4 SB/DB MAP decoding. For the radix-4 SB MAP decoding, the

R4UEETR-3 generates two time-stage systematic branch bits ðXS;0; XS;1Þ and two

time-stage branch parity bits ðXY;0; XY;1Þ based on

XS;0 ¼ P1 � ðg01 � S0Þ � ðg02 � S1Þ � ðg03 � S2Þ;
XS;1 ¼ P0 � ðg01 � P1Þ � ðg02 � S0Þ � ðg03 � S1Þ;

XY;0 ¼ ðg10 � P1Þ � ðg11 � P1Þ � ðg12 � S0Þ � ðg13 � S1Þ;
XY;1 ¼ ðg10 � P0Þ � ðg11 � Pk�1Þ � ðg12 � S0Þ � ðg13 � S1Þ;

8>>>><
>>>>:

ð2Þ

where P0 and P1 are the first two memory elements in the binary counter. For the

radix-4 DB MAP decoding, the R4UEETR-3 generates one time-stage systematic

branch symbol ðXA; XBÞ and one time-stage parity branch symbol ðXP1; XP2Þ based
on

XA ¼ P1 � ðg01 � S0Þ � ðg02 � S1Þ � ðg03 � S2Þ;
XB ¼ P0;

XP1 ¼ P0 � ðg10 � P1Þ � ðg11 � S0Þ � ðg12 � S1Þ � ðg13 � S2Þ;
XP2 ¼ P1 � ðg20 � P0Þ � ðg21 � S0Þ � ðg22 � S1Þ � ðg23 � S2Þ:

8>>>><
>>>>:

ð3Þ

Fig. 4 shows that the R4UEETR-3 can achieve the hardware-shared AND/XOR

gates and output signals from an observation on Eqs. (2) and (3). This design

approach can be extended to different M, N, and radix number r. Note that the

R4UEETR does not deal with the memory access but generates the branch symbol

of radix-4 decoding trellis. The memory access can be referred to in [7, 8] for

details.

Fig. 3. Low-latency UEETR-6 with f ¼ 2.
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5 Experimental results

In this Letter, the distinct UEETRs have been implemented and synthesized by

using a 90-nm CMOS technology. Table I lists the total gate counts and setting time

of the UEETR-6 with distinct f. As f increases, the setting time significantly

decreases. The hardware cost slightly decreases for f � 3 because of the logic

simplifications. However, the hardware cost increases rapidly for f > 3. If the

UEETR-6 with f ¼ 4, R4UEETR-3 with f ¼ 2, and UEETR-3 with f ¼ 1 are

assumed to be applied to the SB CC decoder [9], SB/DB TC decoder [8], and SB

TC decoder [10] respectively. Table II reveals that the area overheads of UEETRs

with the same setting time are less than 2% of the original decoders.

The LTE/WiMAX radix-4 decoding kernel [7] was proposed to decode the

WiMAX DB TC, low-density parity check code (LDPCC), and LTE SB TC. When

a non-WiMAX matrix permutation is used, this kernel can flexibly decode distinct

LDPCCs with a row weight �21 by employing radix-4 forward-backward algo-

rithm (FBA). However, it cannot support flexible SB/DB CC and TC decoding

with M � 3 even if a non-LTE/WiMAX interleaving is used. It is because the

branch symbols of decoding trellis are fixed to the encoding structures of the LTE/

WiMAX TCs. By implementing the R4UEETR-3 with f ¼ 2 into the decoding

kernel [7], a flexible decoding kernel can be achieved to further decode arbitrary

M � 3 CCs and TCs. In this Letter, a prototyping chip of the flexible decoding

kernel has been implemented in core area of 0.48mm2 by using the TSMC 90-nm

CMOS processes. In Table III, this chip is compared with other distinct decoding

kernels [5, 6, 7]. Compared to [7], this chip achieves the flexibility with a 6.7% area

overhead. Because the maximum clock frequency of 167MHz is the same to [7],

this chip achieves the same throughputs of 333Mbps and 800Mbps for the TCs

and LDPCC, respectively. Because of the radix-4 decoding, this chip achieves

throughput of 333Mbps for the CC. Compared to other kernels, this chip supports

the standard-free LDPCC, CC, and TC decoding.

Table I. Gate count and setting time evaluation of UEETR-6 with
distinct f.

Unfolding parameter f 0 1 2 3 4 5

Total gate count 3921 3906 3904 3915 3961 4066

Setting time (cycle) 256 128 64 32 16 8

Fig. 4. R4UEETR-3 for the radix-4 trellis decoding.
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6 Conclusion

In this Letter, the proposed UEETRs provide the decoders with a capability of

decoding various SB/DB CC and TC with a small area overhead. In addition, the

low-latency UEETR for f � 3 reduces the setting time with a low hardware cost

because of the logic simplifications. To verify the R4UEETR-3, the flexible

decoding kernel is implemented in a 0.48mm2 chip by using the 90-nm CMOS

process. Then, this kernel can decode arbitrary M � 3 SB/DB CC and TC with a

6.7% area overhead.
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Table II. Area overhead of the distinct decoders with the proposed
UEETRs.

Decoder type SB CC [9] SB/DB TC [8] SB TC [10]

Decoding algorithm VA MAP MAP

Radix-r 2 4 2

Parallelism 1 8 8

Chip area (mm2)� 0.77 3.38 1.66

Implemented UEETR type UEETR-6 R4UEETR-3 UEETR-3

Unfolding parameter f 4 2 1

Setting time (cycle) 8 8 8

UEETR area (µm2)� 13986 981 920

Area overhead 1.84% 0.03% 0.06%
�Normalized to 90 nm CMOS process

Table III. Chip comparison among distinct decoding kernels.

This work
TVLSI’15

[7]
TVLSI’08

[5]
TVLSI’11

[6]

Technology 90 nm 90 nm 180 nm 130 nm

Core Area
(mm2)

0.48 0.45 2.46 1.28

Clock Freq.
(MHz)

167 167 100 125

Radix-r Radix-4 Radix-4 Radix-2 Radix-4

Standards Flexible
LTE/

WiMAX
Flexible

LTE/
WiMAX

Code Type
SB/DB
CC

SB/DB
TC

LDPCC
SB/DB
TC

LDPCC
SB
CC

SB
TC

SB/DB TC

Algorithm MAP MAP FBA MAP FBA VA MAP MAP

Throughput
(Mbps)

333 333 800 333 800 100 50 500 250
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