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Outliers, which can have significant effects on further analysis and modelling, occur between continu-
ously measured environmental data. Most methods for outlier detection depends on model or distri-
bution of observed variable. However the distribution of environmental variables cannot be estimated
quite often. This paper presents two procedures, which do not impose restrictions on the distribution of
analysed variable, and which permit the intervals of the environmental observations, where the outliers
occur, to be detected. The proposed procedures are based on smoothing original data and subsequent
analysis of the residuals. The output of both methods is an interval of observations, where the residual
process behaves substandard, and whose quality must be further manually assessed. Thus the value of
the proposed methodology is that the number of observations for manual data control is reduced. Both
methods are applied to problem of detection outliers in hourly PM10 measurements. However, the
methodology is general and can be applied to different type of data whose quality control is required.
© 2017 Turkish National Committee for Air Pollution Research and Control. Production and hosting by

Elsevier B.V. All rights reserved.
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1. Introduction

Outliers, the observations that appear inconsistent with the rest
of the data set (Barnett and Lewis, 1978), occur sometimes in
environmental measurements. The outliers might result from
natural variability of analysed pollutant in the air, from erroneous
measurements, unusual measurement conditions, or they may be
caused by the presence of a new factor affecting the observed
variable. Because outliers may significantly affect the results of
other analyses, their detection and interpretation plays important
role in the research of air pollution.

An overview of the methods for outlier detection on temporal
data is given in Gupta et al. (2014), outlier detection techniques for
time series are described for example in Burman and Otto (1988) or
in Fox (1972). Recently, numerous methods, that permit the outliers
in the environmental data to be detected and the quality of the data
to be checked have been proposed (Kokalj et al., 2011; Bobbia et al.,
2015; Shaadan et al., 2015; Dupuis and Field, 2004).

As most classical outlier detection techniques requires a priori
knowledge of the distribution function or model of studied vari-
able, it is problematic to apply them on data whose distribution is
unknown. Observations from environmental areas, which may
depend on accompanying variables, are example of data whose
distribution can't be estimated due to the unknown dependence on
accompanying variables.

The aim of this article is to propose two procedures, which can
be used to automatic identification of segments in environmental
data, where the outliers occur. The principle of both methods is to
smooth the original data by using nonparametric regression with
variable (local) bandwidth and subsequently detect the intervals,
where the residual process behaves nonstandard due to the pres-
ence of outliers. The observations of original data corresponding to
these intervals, which are found by using Six sigma methodology
(Mich�alek, 2009; Montgomery, 2009) and control charts proposed
by Shewhart (1931), need to be further manually investigated for
the presence of outlier and invalid measurements.

The suggested methods are applied to identify outliers in hourly
measurement of particulate matter PM10. Particulate matter is
released into the environment from natural sources (e. g. forest
fires, volcanoes, dust storms, sea spray) as well as from anthropo-
genic sources (automotive transportation, industrial and agricul-
tural activities, coal combustion, burning of waste and biomass,
road dust etc.) (Keuken et al., 2013; Kim et al., 2015). Large number
of epidemiological studies (Abrutzky et al., 2012; Franchini and
Mannuci, 2007; Pope and Dockery, 2006; Restrepo et al., 2012;
Russell and Brunekreef, 2009; Samek, 2016) confirm the exis-
tence of a linkage between changes in the concentration of par-
ticulate matter in the air and negative impacts on the human
health, especially of people suffering from cardiovascular and res-
piratory diseases. Continuous monitoring of concentrations and
composition of PM10 particles is essential for the prediction and
evaluation of periods with high-concentration of PM10. The pres-
ence of outliers in the data set can lead to misspecification in
identification of emission sources of aerosols with possible high
expenses for its amendment.

The article is structured as follows: In the following section 2 we
describe the data and measuring stations. In section 3 the meth-
odology is introduced. Particularly, the description of kernel
regression used for data smoothing and approaches for detection of
residual outliers is given. The proposedmethods are summarised at
the end of section 3. The application of presented procedures on
problem of detection outliers in PM10 concentrations is given in
section 4 and discussed in section 5. Finally the findings are
concluded in section 6.
2. Data

The proposed methods are applied to detect outliers in hourly
measurements of concentrations of atmospheric aerosol PM10.
PM10 mass concentrations were measured at two monitoring sta-
tions (namely Lany and Turany) in the city of Brno, the second
largest city of the Czech Republic with population of about 400 000.
The data were provided by Council of the City of Brno and by Czech
Hydrometeorological Institute. The station Lany, which is situated
on the southern edge of the Bohunice housing estate, is protected
against effects of the traffic by two rows of houses and grown up
vegetation, but motorway D1 leads approximately 400 m south.
Station Turany is situated in the area of Turany airport and the
territory in immediate surroundings of the station can be defined as
an area without buildings and without residents. More detailed
description of the data and measuring stations can be found in
diploma thesis by �Smejdí�rov�a (2016).

3. Methodology

3.1. Data smoothing

Because the observed environmental variable depends on many
different factors, which are quite often unknown, the original data
are not stationary. To compensate the influence of unknown
covariates the original data are smoothed by using kernel regres-
sion (Wand and Jones, 1995) and smoothing residuals are obtained.

Kernel regression is a nonparametric smoothing technique,
which estimates the mean value of dependent variable at a given
point as a weighted average of surrounding noisy observations. The
weights are defined by the choice of kernel function and the
amount of observations used for averaging is determined by a
parameter called bandwidth. The choice of bandwidth, which can
be determined globally or locally, is crucial part of the analysis. The
chemical applications are usually based on global bandwidth
(Henry et al., 2009). However several algorithms for local band-
width, which produces better practical results, have been sug-
gested in the literature (Fan and Gijbels, 1995; Fan et al., 1996; Cao-
Abad and Gonz�alez-Manteiga, 1993; Brockmann et al., 1993). For
smoothing the environmental data, the best results were obtained
by using local plug-in algorithm (Herrmann, 1997).

Denoting Yi the observed concentration in time instant ti,
i ¼ 1;…;N, where N denotes the number of observations, the re-
siduals in time instants ti are given by

Xi ¼ Yi � bmðtiÞ; (1)

where bmðtiÞ is the kernel estimate of the unknown regression
function mðtiÞ in time ti . The estimate bmðtiÞ is obtained by using
Gasser-Müller estimator (Gasser and Müller, 1979) with local
bandwidth (Herrmann, 1997). The residuals given by (1) are not
influenced by unknown accompanying covariates.

3.2. Analysis of the residual process

Suppose that the obtained residuals X1;…;XN represent obser-
vations of a process X with mean m and standard deviation s. For
the further analysis the unbiased estimates of m and s are needed.

To obtain these estimates the residuals are partitioned into k
disjoint segments (subgroups) of size n (N ¼ kn) and the behaviour
of the process X is evaluated first on these segments. Thus the
classic estimates of the considered characteristics (samplemean for
m and sample standard deviation for s) on individual segments are
found and the estimates of m and s for the whole process X are
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found based on the classic estimates from individual segments as
follows:

Denoting x1;…; xk sample means and s1;…; sk sample standard
deviations from preliminary subgroups, the parameter m is esti-

mated by samplemean x ¼ Pk
i¼1xi, and the estimate of parameter s

is obtained from mean s ¼ k�1Pk
i¼1si, which is corrected to unbi-

asedness by s ¼ k�1Pk
i¼1sis ¼ k�1Pk

i¼1si normalising by correction
factor C4ðnÞ ¼ Gðn=2Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2=ðn� 1Þp
=Gð0:5ðn� 1ÞÞ (SAS/QC, 1999),

where Gð:Þ denotes gamma function. The resulting estimate of
parameter s is thus of the form

bss ¼ s
C4ðnÞ

: (2)

Another estimate of parameter s can be obtained from sample
ranges R1;…;Rk in preliminary subgroups. Such estimate is based

on mean R ¼ k�1Pk
i¼1Ri, and is given by

bsR ¼ R
d2ðnÞ

; (3)

where d2ðnÞ ¼
Z ∞

�∞
½1� ð1� FðxÞÞn � ðFðxÞÞn�dx (SAS/QC, 1999)

and FðxÞ denotes cumulative distribution function of normal
distribution.

For further analysis of the process X the control charts and Six
sigma methodology described in next paragraphs are used. Both
methods are frequently used in technical applications.

3.2.1. Control charts
Control charts represent a classical statistical method which

permits statistical stability of a residual process X to be controlled.
The principle is to graphically illustrate the changes of the residual
mean and variability over time, which allows to identify time
segments when the process X gets out of statistical control. Thus
control charts visualise characteristics from disjoint subgroups, and
two horizontal lines e upper and lower control limit UCL and LCL.
These visualisation permits inessential instability in the behaviour
of the residuals to be eliminated and the stability of the process X to
be described. Note that the residual process X gets out of control
due to changes in mean and variance of the studied variable.
Typically, outlier observations are caused by unstable process. If the
process remains statistically stable, all characteristics from disjoint
subgroups fall within control limits, and it is presumable that the
variability of the process results only from natural variation of the
studied variable. Characteristic from disjoint subgroups falling
outside the control limits indicates that the process is out of control
and the cause of the instability needs to be investigated.

To detect segments of observations, where the outliers
responsible for the change in mean and variance of the residuals
occur, x chart and R chart constructed from characteristics from
disjoint subgroups and graphically representing sample means
x1;…; xk and sample ranges R1;…;Rk is used, respectively. Analo-
gous to R chart, s chart, which graphically represents sample
standard deviations s1;…; sk from disjoint subgroups, can be used
to describe the variability of the residual process.

The control limits are based on Chebyshev's inequality, which
states that irrespective of the distribution type of the residuals
maximally (1/L2)% of sample means x1;…; xk falls outside the limits
mX±LsX , where mX ¼ m and sX denotes mean (expectation) and
standard deviation of x1;…; xk, respectively. Thus for usual choice
L ¼ 3 the Chebyshev's inequality states that at least 0;8% of sample
mean from disjoint subgroups lies within three standard deviations
of the mean m, i.e. between the limits mX±3sX (3-sigma rule).
Similarly, for L ¼ 4, L ¼ 5, L ¼ 6 the probability that sample mean
from disjoint subgroup falls within the limits mX±4sX , mX±5sX ,

mX±6sX is 93.75%, 96%, 97;2%, respectively. However for a normal
distribution the probability that the sample mean falls within 3-
sigma limits is 99.7%, and the limits m±4s, m±5s, m±6s contain
99.994%, 99.99994%, 99.999999999% of observations.

Therefore the control limits of x chart are defined as mX±LsX .
Because the parameter sX is related to parameter s through

sX ¼ s=
ffiffiffi
n

p
, the x chart control limits can be derived in the form

(Wild and Seber, 2000)

UCL ¼ xþ L
bssffiffiffi
n

p ; LCL ¼ x� L
bssffiffiffi
n

p : (4)

Analogous, the control limits of R chart can be obtained in the
form

UCL ¼ Rþ Ld3ðnÞbsR; LCL ¼ max
�
0;R� Ld3ðnÞbsR

�
; (5)

where d3ðnÞ is correction factor (SAS/QC, 1999), and the control
limits of s chart can be derived as

UCL ¼ sþ L
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffibs2
s � s2

q
; LCL ¼ max

�
0; s� L

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffibs2
s � s2

q �
: (6)

We will further suppose that L is equal to at least 3.
3.2.2. Six sigma
Six sigma methodology is used to control statistical capability of

the residual process X. The behaviour of the residuals is again
evaluated first on disjoint segments of size n, and subsequently the
capability index Cp is for each day constructed based on the esti-
mates of characteristic s in preliminary segments. The capability
index, which is used to assess whether the process shows a sig-
nificant deviation from the specified mean or contains outliers
caused by the variability of individual observations, is estimated by
using the relation

Cp ¼ USL � LSL
6s

; (7)

where USL (respectively LSL) is upper (respectively lower) specifi-
cation limit usually defined by a specialised operator.

The classification is based on the assumption that the standard
deviation s of the residual process X satisfies s � ðUSL � LSLÞ=8,
which corresponds to Cp ¼ 1:33. If Cp >1:33 the process is
considered highly capable, in case that 1<Cp � 1:33 the process is
said to be medium capable and Cp � 1 signifies incapable process.
As is apparent from paragraph 3.2.1., the value of Cp ¼ 1:33 means
that the residual process X with normal distribution keeps between
the LSL and USL with probability 99.994%, and for residual process
with other not exactly specified distribution at least with proba-
bility 93.75%.

For further analysis the estimate of capability index Cp given by

bCp ¼ USL � LSLbss
; (8)

where bss given by (2) will be used.
The (1 e a)100% confidence interval of parameter Cp, aεð0;1Þ; is

under the assumption of normality given by Montgomery (2009)
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�bCp;L;
bCp;U

� ¼
0
B@bCp þ

bCpua=2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� C2

4ðnÞ
q

C4ðnÞ
ffiffiffi
k

p ; bCp

þ
bCpu1�a=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� C2

4ðnÞ
q

C4ðnÞ
ffiffiffi
k

p

1
CA: (9)

One-sided (1ea)100% confidence intervals of the parameter Cp

with left-sided interval limit bCp;L* and right-sided interval limitbCp;U* are obtained analogous to (9) by substituting ua=2 and u1�a=2

by the value ua and u1�a, respectively.
Since statistical incapability is indicative of outliers present in

the residual process the point and interval estimates of capability
index can be used to direct detection of segments, when the outlier
residuals occur. Considering the significance level a, for testing the
null hypothesis Cp ¼ 1:33 against the alternative hypothesis

Cp <1:33 the right-sided confidence interval ð�∞; bCp;U* Þ is used.
Rejecting the null hypothesis indicates the presence of outliers in
the corresponding time intervals.
3.3. Outlier detection methodology

As previously noted, the core idea of both methods is to smooth
the original data by using kernel regression and subsequently
analyse the residuals. Because x chart and R chart is used to eval-
uate the statistical capability of the residual process on disjoint
segments of size n, the method based on control charts permits
these segments, where the outliers occur, to be detected. The
method based on Six sigma methodology will be used to assess the
residuals on 1-day intervals and thus detect the days, where the
residual process is incapable due to the presence of outliers.

To construct the control charts both the size of subgroups n and
constant L must be specified.
Fig. 1. Lany: a) PM10 concentrations and kernel smoot
Larger subgroups containing more than 10 values are under the
assumption of normality reasonably effective to detect segments
containing outlier residuals deviated less than 2s from the mean
value of the process. To detect segments containing residuals
deviated more than 2s from the mean value of the process smaller
values of n ðn ¼ 3;4;5Þ are suitable.

From (4), (5), and (6) is evident that higher values of parameter
L, which is supposed to be at least 3, lead to wider limits of control
charts.

In case that the upper and lower specification limits USL and LSL
can not be specified by a specialised operator we suggest to
determine them based on x chart control limits UCL and LCL. If the
residuals are normally distributed USL and LSL set equal to UCL and
LCL can be used. As Chebyshev's inequality suggests, if the residuals
show deviations from the normality, USL and LSL set as appropri-
ately chosen multiple of UCL and LCL, which ensures wider speci-
fication limits, are recommended. In case that the specification
limits LSL and USL are based on x chart control limits (as we sug-
gest) both smaller value of n and larger value of L lead to milder
criterion for evaluation of statistical capability.

4. Results

In this section we present examples of the analysis of the data
measured at two monitoring stations described in section 2.
Particularly, for station Lany we focus on concentrations from
October 2016, and for station Turany we analyse the measurements
from July 2016.

For data smoothing kernel regressionwith Epanechnikov kernel
and local bandwidth estimated by using plug-in algorithm
(Herrmann, 1997) was used. The PM10 mass concentrations
togetherwith the estimates of regression functions are visualised in
Fig.1a) and Fig. 2a) for station Lany and station Turany, respectively.
The smoothing residuals are shown in Fig. 1b) and Fig. 2b).

We can see that the estimate of regression function adapts to the
data and the curvature of the regression line changes based on the
hing regression estimate, b) regression residuals.



Fig. 2. Turany: a) PM10 concentrations and kernel smoothing regression estimate, b) regression residuals.
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variability of the data. This phenomenon, typical for smoothing
based on local bandwidth, is visible especially in local extremes of
the regression function. The residuals are dispersed around the
zero horizontal axis, and for station Lany relatively high values of
the residuals are present mostly in the second half of the presented
period. Considering the station Turany, residuals significantly
deviated from the other residuals occur on 13th and 30th of July.

To evaluate the fit of the residuals to normality robust med-
couple test (MC-LR) [Brys et al., 2008], which does not reject the
normality when the outliers are present, was used. The null hy-
pothesis that the distribution of the residuals is normalwas rejected
at 5% significance level for station Lany as well as for station Turany.

On this basis the control charts were constructed, and the
capability of the residuals was evaluated on 1-day intervals. For this
the point and right-sided interval estimate of capability index Cp

was computed for each day of the considered period. The size of
segments was set as n ¼ 3, and the parameter Lwas set as L ¼ 5 for
both stations. The specification limits USL and LSL were set equal to
1.8 multiple of x chart control limits.

Fig. 3 shows control charts constructed from residuals corre-
sponding to measurements at station Lany. Point and right-sided
interval estimate (for a ¼ 0:05) of capability index, which is con-
stant for each day, is displayed in a logarithmic scale as well. While
all sample means fall within x chart control limits, both R chart and
s chart indicate that the residual process gets out of statistical
control several times. We can see that the results obtained by using
R chart are comparable to those obtained by using s chart. Therefore
for further analysis just the R chart is used.

From the right-sided confidence interval ð�∞; bCp;U� Þ visualised
in Fig. 3d) is clear, that the null hypothesis Cp ¼ 1:33, which in-
dicates the highly capable process, is rejected on 15th, 16th, 21st,

22nd and 27th of October, since the value 1:33> bCp;U* and thus the

Cp value 1.33 is not included in ð�∞; bCp;U� Þ.
PM10 mass concentrations corresponding to sample means and
sample ranges exceeding the limits of control charts are visualised
in Fig. 4a) for station Lany and in Fig. 5a) for station Turany. Ob-
servations in days, when the null hypothesis Cp ¼ 1:33was rejected
in favour of the alternative hypothesis Cp <1:33, and which were
thus detected by using the method based on Six sigma, are dis-
played in Fig. 4b) for station Lany and in Fig. 5b) for station Turany.
The detailed graph of the residuals and PM10 mass concentrations
from 8th of July and station Turany is shown in Fig. 6. Remind that
both the segments and days detected by using control charts and
Six sigma based method need to be further manually in detail
investigated by a specialised operator for the presence of outlier
and invalid measurements.

The identified segments and days for each station were
compared with the results obtained by manual data control, which
was performed by specialised operators from Council of the City of
Brno and Czech Hydrometeorological Institute.

From Figs. 4 and 5 we can see that by using both proposed
methods the segments containing outliers were identified on 15th,
16th, 21st, 22nd, 23rd and 27th of October for station Lany and on
8th, 13th and 30th of July for station Turany.

However, by using manual data control only four invalid mea-
surements at night from 21st to 22nd of October were detected for
station Lany. These measurements were detected as invalid due to
their large, during night hours very unlikely, deviations from the
rest of the values. However, the reason for the presence of such
values in the data set could not be clarified, since no information
about the unusual measurement conditions or measurement de-
vice failure in the night hours was recorded.

Considering the station Turany, two invalid values on 13th of
July and two invalid observations on 30th of July were identified
manually. The latter two correspond to data calibration, the cause
for the presence of the first two invalid measurements is unknown.

All observations, which were manually identified as invalid for
Lany station, were included in the segments and days detected by



Fig. 3. Lany: a) x chart of the residuals, b) R chart of the residuals, c) s chart of the residuals, d) Point estimate bCp and right-sided interval estimate bCp;U* for capability index,
horizontal line at the level.log10ð1:33Þ^0:124
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using the proposed methods.
For station Turany the control charts based method did not find

one segment containing measurement on 30th of July, which was
manually detected as invalid. However the days detected by using
Six sigma method included all observations, that were detected as
invalid based on manual data control.



Fig. 4. Lany: a) Segments detected based on control charts, b) Days detected based on Six sigma methodology.

Fig. 5. Turany: a) Segments detected based on control charts, b) Days detected based on Six sigma methodology.
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5. Discussion

By inspecting Fig. 4 we can see that for station Lany large
number of observations that need to be further investigated was
detected compared to the number of observations identified as
invalid based on the manual data control. As can be seen from Fig. 1
the changes of variability of the residuals occur several times from
1st to 31st of July. Since the normality of the residuals was rejected
the R chart control limits, which were constructed based on L ¼ 5,
can be regarded as 0.04 probability limits for sample ranges in



Fig. 6. Turany: a) Residuals corresponding to day - 8th of July, which was identified by
using Six sigma based method, b) Measurements corresponding to day - 8th of July,
which was identified by using Six sigma based method.
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individual subgroups. Then, the probability that a point repre-
senting sample range falls above the upper control limit is four out
of a hundred.

Considering the size of dataset presented in Fig. 1, the proba-
bility 0.04 corresponds to 29 observations, a value which exceeds
the number of observations for further analysis. As described in
section 3.2.1., the more the distribution of the residuals approaches
to the normality the more the probability approaches to the value
0.0000006. By using the method based on Six sigma, which
quantifies the variability of the residual process and thus assess the
uniformity of the residuals, all days when the changes of the vari-
ability occur, were identified regardless to the cause of the vari-
ability change.

Although that except two significant changes of variability on
13th and 30th of July the residual process from station Turany ap-
pears to be stable, segments and days containing outliers were
detected also on 8th of July by using both proposed methods. The
reason is that a variability of the residuals on the considered period
is relatively large (see Fig. 6) and standard deviation of the residual
process thus exceeds the specification limits.

As pointed in section 1, the true reason for the presence of
outliers in the data set can not be specified automatically and the
value of the presented methodology is that the number of obser-
vations for manual treatment is reduced. Of course a stricter or
milder criterion for the detection of outliers can be achieved by
different choice of parameters n and L. As described in section
3.2.3., both of these parameters affect the amount of detected
outliers. Because by using control charts based method all obser-
vations corresponding to sample mean or sample range exceeding
the control limits are detected as outliers, and because Six sigma
based method automatically detects 1-day intervals, the parame-
ters n and L must be chosen also with regards to the number of
observations that need to be further investigated.

By choosing the smaller value of n the number of observations
that need to be further investigated is reduced. For this reason and
also because we focus on outliers exceeding 3s, smaller values of n
(n ¼ 2;3;4) are recommended.

The parameter Lmust be chosenwith regards to the character of
the data, because each monitoring station is site specific. Therefore
we suggest to determine the value of L based on the analysis of
historical data, that have already been manually validated.

We previously noted that for station Turany the proposed
method based on control charts did not detect segment containing
one invalid measurement from 30th of July, which has second
highest value relative to the neighbouring observations. Inadequate
detection of outliers occurring in a cluster of outliers is a general
property and weakness of the method. The reason is that the es-
timate of the regression function based on the local bandwidth is
locally influenced by the outliers occurring in a cluster and a value
of the residuals can be small relative to the other residuals although
that the corresponding observations of the analysed variable
appear deviated from the neighbouring values. As can be seen from
the first graph of Fig. 2 the estimate of regression function on 30th of
July is influenced by the highest daily value and the residuals, that
correspond to PM10 mass concentrations appearing deviated from
the neighbouring measurements, are thus smaller than the re-
siduals, that correspond to PM10 mass concentrations appearing
consistent with the neighbouring values. Therefore in a case that
the control charts based method identifies outlier in a cluster of
observations significantly deviated from the other measurements,
detailed inspection of all observations from the cluster is recom-
mended. Also, the observations exceeding allowed physical range
can be detected and omitted from the further analysis prior to
kernel smoothing.

Another disadvantage of Six sigma based method is that setting
relatively low value of parameter L (such that the residuals deviated
less than 3 sigma from the other residuals are detected) results in
the identification of too many observations for subsequent manual
control. For this reason the Six sigma basedmethod can not be used
to detect outliers which are deviated less than three standard de-
viations from the mean value of the neighbouring observations.
Therefore by using the method based on Six sigma the workload of
the specialised researcher is cut down at the expense of missing
some genuine outliers that are less extreme and that can not be
correctly detected by using the suggested procedure.

6. Conclusions

Two methods for the automatic detection of segments in envi-
ronmental data, where the outliers occur, have been presented. The
first step of the procedures is based on kernel regression with
variable bandwidth which is used to smooth the original data and
this way to remove an influence of unknown covariates for further
analysis. In the second step of the proposedmethods, the segments,
where the variability of the residuals is relatively high, are found by
using control charts and Six sigma methodology.

Since none of the methods is able to exactly identify the outliers
and invalid measurements, quality of the observations corre-
sponding to detected segments must be further evaluated by a
specialised researcher. The value of the proposedmethod is that the
number of observations for manual data control is reduced. This is
especially useful in controlling the quality of the data that are
measured continuously with high temporal resolution. In such a
case the data set contains large amount of measurements and
manual control of data quality is very time demanding. Using the
automatic detection of segments containing outliers can save a lot
of time, because the specialised operator can deal only with the
observations corresponding to detected segments (where the ob-
servations are in some way inconsistent with the rest of the data),
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and does not need to control the quality of the entire data set.
The proposed methods were applied to problem of detection

outliers in PM10 mass concentrations measured at two monitoring
stations in Brno (Czech Republic). However, the procedures can be
adapted to data from various environmental areas. We expect that
suggested methods can be effectively implemented in data vali-
dation procedure in numerous types of data.

The presented analysis was performed using software R version
3.3.1. (R Core Team, 2013). The R script can be obtained by the first
author [martina.campulova@unob.cz].
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