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Abstract
The challenges and limitations in calculating free energies and entropies of adsorption and interaction of organic molecules on an

insulating substrate are discussed. The adhesion of 1,3,5-tri(4'-cyano-[1,1'-biphenyl]-4-yl)benzene (TCB) and 1,4-bis(4-cyano-

phenyl)-2,5-bis(decyloxy)benzene (CDB) molecules to step edges on the KCl(001) surface and the formation of molecular dimers

were studied using classical molecular dynamics. Both molecules contain the same anchoring groups and benzene ring structures,

yet differ in their flexibility. Therefore, the entropic contributions to their free energy differ, which affects surface processes. Using

potential of mean force and thermodynamic integration techniques, free energy profiles and entropy changes were calculated for

step adhesion and dimer formation of these molecules. However, converging these calculations is nontrivial and comes at large

computational cost. We illustrate the difficulties as well as the possibilities of applying these methods towards understanding

dynamic processes of organic molecules on insulating substrates.
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Introduction
In recent years molecular films and self-assembled monolayers

have attracted a lot of attention due to their versatility, function-

ality, and technological potential. Understanding the behaviour

of self-assembling molecules is important for catalysis [1], coat-

ings [2], sensors [3,4] and molecular electronics [5-7]. To

design and fabricate surface structures relevant for these tech-

nologies, a thorough understanding of the competing interac-

tions at the surface is vital. Scanning tunnelling microscopy

(STM) has been pivotal in achieving a high level of control over

the molecular film structures on metal surfaces [8-14]. Howev-

er, many applications require the use of insulating substrates

where atomic force microscopy (AFM) provides vital informa-

tion on film structure and growth modes.

Non-contact (NC)-AFM has provided rich information on the

adsorption, self-assembly and film structure of various organic
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molecules on insulators [15-21]. The current status of NC-AFM

studies of self-assembled films on insulating surfaces has

recently been reviewed in [22]. However, theoretical modelling

of the film growth processes still proves challenging. Most ex-

periments are performed at room temperature, where entropic

contributions can be significant [23,24]. Previous theoretical

studies focussed on modelling adsorption [21,25,26], diffusion

[27,28] and simple processes such as the flipping of a molecule

[29]. The probability assigned to each of these processes is

governed by the change in free energy ΔG, which can be

derived from statistical mechanics [30]. In self-assembly pro-

cesses, the right balance between molecule–molecule (MM) and

molecule–surface (MS) interactions is critical to achieve large

domains of ordered films. However, forming a molecular com-

plex or a 2D film structure from freely rotating and translating

molecules results in a loss in entropy as degrees of freedom

within the molecules become constrained. This means that free

energies can vary significantly from calculated enthalpy values,

which may have a direct impact on our understanding of the

balance of interactions that govern self-assembly.

Methods to compute the free energy from molecular dynamics

(MD) simulations have been developed for many years and the

most popular ones are summarised in [31]. Instead of calcu-

lating free energies directly, they can be expressed as averages

over ensembles of atomic configurations. Such ensembles can

be obtained from Monte Carlo (MC) or MD simulations.

Despite this seemingly simple process, calculating free ener-

gies is far from trivial. In order to obtain converged results the

ergodicity needs to be satisfied. The ergodic principle states that

an infinite trajectory (in time) should sample all possible states

of a system. However, in practice trajectories are finite and it is

difficult to determine how long such simulations need to be.

Attempts to compute free energies have been made for, i.e., pro-

teins [32-34], ion solvation [35,36], small molecular clusters

[37,38] and small molecules on surfaces [39-41]. While well-

converged results can be obtained for small systems, the larger

the configurational space the more challenging the calculations

become and convergence is not guaranteed [32,42]. In particu-

lar, when the free-energy landscape varies by several kT along

the reaction coordinate, MD is often insufficient for sampling

the high-energy states. The challenge of achieving convergence

can be addressed by running constrained MD, where the system

evolves along a defined reaction coordinate in order to improve

the sampling of high-energy, low- probability states [31].

In this paper we investigated the free energy of of 1,3,5-tri(4'-

cyano-[1,1'-biphenyl]-4-yl)benzene (TCB) and 1,4-bis(cyano-

phenyl)-2,5-bis(decyloxy)benzene (CDB) molecules on an insu-

lating KCl(001) surface and partitioned it into entropy and

enthalpy contributions. Previously we found that entropy loss

can give significant contributions to free energy of adsorption

of these molecules at high temperatures [43]. Here we investi-

gate free-energy profiles for the adhesion of these molecules to

a monatomic step edge and the formation of dimers on a clean

terrace. These processes are important during the early stages of

self-assembly and a better understanding of their energetics at

nonzero temperatures will help to elucidate the mechanisms re-

sponsible for these processes. Thermodynamic integration and

potential of mean force (PMF) calculations were employed in

order to calculate entropies and free energies from classical

MD. The dependence of the accuracy of these quantities on

simulation time is investigated in order to check for conver-

gence. The results show that subtle features in the free-energy

landscape can be resolved with very long trajectories even if the

calculations are not fully converged. Furthermore, entropic

contributions to free energy can significantly lower the adhe-

sion energy of molecules at step edges and cannot be ignored

when considering film growth at step edges and terraces.

Methods
Classical force fields
In order to calculate free energies of molecular processes on

surfaces, long-timescale MD simulations are needed. Therefore

classical force fields are used since the computational cost asso-

ciated with ab initio methods is too high. The LAMMPS code

was used for all calculations [44] along with a combination of

several classical force fields. A Buckingham potential was used

to describe the interactions inside the KCl slab, as parame-

terised by Catlow and co-workers [45]. The inter- and intramo-

lecular interactions of CDB and TCB molecules were described

using the CHARMM force field [46]. Since there was no force

field available for the interactions of organic molecules with

KCl, we parameterised Morse interatomic potentials for each

atom type inside molecules and the KCl surface using a genetic

algorithm method. A detailed discussion of this potential-fitting

method can be found in prior publications [25,43].

Briefly, a fitting dataset composed of 240 configurations was

generated using density functional theory (DFT). These calcula-

tions were performed using the CP2K code [47], the PBE GGA

density functional [48], the MOLOPT basis set [49], and semi-

empirical long-range dispersion corrections [50]. Since vdW

interactions are poorly described in DFT, we assessed the accu-

racy of the semi-empirical corrections against higher-accuracy

second-order Møller–Plesset perturbation theory (MP2) [51,52]

calculations of smaller molecular fragments [43]. A genetic

algorithm was employed to fit parameters against that dataset,

where the fitness criterion was defined as the force between the

molecule and the surface. The total population size was 1024 el-

ements and they were evolved for 1000 generations. In order to
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avoid over-fitting of the potential, high-energy configurations

obtained from ab initio DFT were included in the dataset. In

each generation 5% of the population was randomly mutated in

order to reduce artificial convergence. The atomic charges of

atoms within the TCB and CDB molecules were assigned using

Mulliken population analysis of the DFT dataset and classical

charges of ±1 were used for KCl. The adsorption geometries

obtained using this force field reproduced the results of vdW

corrected DFT calculations well and adsorption energies

matched within 7%.

All calculations employed a four-layer slab of KCl, where the

bottom (001) surface was frozen to avoid the system from

drifting in the simulation box. MD simulations were run with a

time step of 1 fs, and NVT thermostats were applied to the sur-

face and the molecules separately.

Thermodynamic integration and PMF
Previously, we have shown that entropy loss upon adsorption of

CDB and TCB molecules on a clean terrace greatly contributes

to the adsorption free energy and that the magnitude of this

energy loss is comparable to the enthalpy at high temperatures

[43].

Smith et al. [38] proposed an accurate method to compute

entropy changes via thermodynamic integration as given by:

(1)

where E is the potential energy and R is a defined reaction coor-

dinate. In this work, the reaction coordinate was defined as the

centre of mass (COM) separation between two molecules or the

distance between a step edge and the COM of a molecule. Aver-

ages were taken from 50 ns MD simulations at each separation

R. The MD simulation time was then increased to 80 ns and

100 ns in order to check for convergence. Zero entropy was

defined to be at a configuration where the force along the reac-

tion coordinate is zero (i.e., at large separations). The reaction

coordinate R was varied by 0.1Å increments and the COM was

fixed at each coordinate R.

Potential of mean force (PMF) calculations [53,54] were then

performed in order to investigate the free-energy changes of

dynamic processes of TCB and CDB molecules adsorbed on the

KCl(100) surface. Again the system is forced to move along a

defined reaction path R, where the COM of the molecule is con-

strained by the condition R(r) = Rc. The free-energy difference

between two states along the reaction coordinate R is defined as

Figure 1: Lowest-energy adsorption geometries of a CDB and a TCB
molecule at a monatomic KCl step edge. Colour code: Emerald = car-
bon, red = oxygen, blue = nitrogen, white = hydrogen,
silver/coral = potassium, grey/cyan = chlorine. The normal of the sur-
face is perpendicular to the screen.

(2)

where  is an ensemble average over the constrained simu-

lation corresponding to a parameter value Rc [55]. The inte-

grand is the constraining force required to satisfy the condition

R(r) = Rc and can be directly obtained from MD simulations.

Results and Discussion
Adhesion to step edges for TCB and CDB
Step edges and kink sites play an important role in the dynamic

processes of large organic molecules on insulating surfaces. At

these sites the molecules can interact with the atoms of the step

layer as well as terrace layer and become more strongly bound

[56]. Furthermore, they can exhibit one-dimensional motion

when diffusing along step edges, become trapped [57,58], or

even reconstruct the step geometry [59]. In order to model these

dynamic processes one needs to move from static methods to

molecular dynamics in order to obtain a better understanding of

the free-energy landscape.

We modelled the interaction of TCB and CDB molecules with

step edges and investigated the enthalpic and entropic contribu-

tions to the adsorption free energy at room temperature. The

adsorption geometries of CDB and TCB molecules at a

monatomic KCl step edge are shown in Figure 1. The flexi-

bility of the hydrocarbon chains of CDB allows the molecule to

structurally adapt and interact strongly with the KCl step edge

resulting in an adsorption enthalpy of 4.0 eV compared to

3.1 eV for an isolated molecule on a clean KCl(001) terrace.

However, this adsorption enthalpy is offset by a decrease in
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entropy since one of the hydrocarbon chains becomes con-

strained by the step edge. Therefore a more detailed investiga-

tion of the balance of enthalpic and entropic contributions to the

adsorption free energy is required.

The adsorption enthalpy of TCB also increases from 4.5 eV on

a clean terrace to 4.8 eV at a step edge when two legs of the

TCB molecule adhere to cation sites of the step (Figure 1). The

increase in adsorption enthalpy is smaller for rigid TCB because

it cannot adapt the geometry to maximise interactions with the

step edge. This shows that for the more rigid TCB the entropic

contribution to step adhesion should be lower than that for

CDB.

In order to investigate the entropic contributions to step adhe-

sion, thermodynamic integration methods were used to calcu-

late the change in entropy as a function of molecule–step sepa-

ration (Figure 2). As a CDB molecule approaches the step edge

one hydrocarbon arm starts to interact with it, leading to an

initial drop in entropy of about 0.4 eV. Subsequently the attrac-

tion between a cyano group and a cation site reduces the

entropy further by about 0.05 eV yielding a total decrease in

entropy of around 0.45 eV. As expected the largest contribution

to the change in entropy can be assigned to constraining one

hydrocarbon chain at the step edge. On a clean terrace the

hydrocarbon chains are able to move rapidly in an erratic

motion around the central body of the molecule, accessing

many different conformations. As the molecule becomes

trapped at the step edge, the hydrocarbon chain cannot access as

many conformations and thus its entropy is reduced.

In the case of TCB, the overall change in entropy is much

smaller (Figure 2). As one leg of the molecule attaches to a

cation site at a step edge, its entropy is reduced by about 0.1 eV

and as the second leg adheres to the step edge it is reduced by

another 0.14 eV. The observed change in entropy is much

smoother than with CDB because of the fact that the rigidity of

TCB does not allow the molecule to adopt many different con-

formations. TCB will be less affected by the step edge and

displays a smaller overall change in entropy.

Comparing the calculated values for change in entropy to step

adhesion enthalpy, one can note that the entropy reduction due

to constraining the hydrocarbon chains significantly offsets the

increase in adsorption enthalpy. While the CDB molecule loses

about 0.55 eV of entropy, it gains 0.9 eV from adsorbing at the

step edge. Thus the molecule is expected to get trapped by step

edges. In contrast, the entropic and enthalpic contributions to

step adhesion for TCB are nearly the same. One would expect

an equilibrium situation, where molecules both adhere to the

step edge and move around freely on the terrace. This illus-

Figure 2: Change in entropy for step adhesion at 300 K for CDB
(dotted line) and TCB (solid line) as a function of molecule–step sepa-
ration. Zero on the x-axis was chosen as the separation of the mole-
cule to the step edge in its minimum-energy adsorption geometry and
zero entropy was defined as the separation, where the force between
the step and the molecule is zero.

trates that using static methods, such as DFT and energy

minimisation, can be insufficient when investigating dynamic

processes, such as step adhesion. Changes in entropic and

enthalpic contributions to adsorption free energy upon step

adhesion can be small and their relative value determines

whether one state is more favourable than the other.

However, the convergence of thermodynamic integration calcu-

lations must be checked thoroughly. When increasing the MD

simulation time at each step along the reaction coordinate from

50 ns to 80 ns the calculated values for change in entropy

differed only marginally. This gives us confidence that conver-

gence has been reached and that longer trajectories will not give

much improvement in accuracy.

Free-energy calculations
Instead of calculating the enthalpic and entropic contributions

separately, one can also attempt to explore the free-energy land-

scape of these molecular processes directly. However, calcu-

lating free energies from molecular dynamics is still not

straightforward. In order to obtain fully converged energies, all

possible conformations and velocities need to be sampled. This

can be particularly difficult when the free-energy difference be-

tween the initial state A and the final state B is large or the

system has to transverse over large barriers. In these cases the

system may get stuck in a deep potential well and higher energy

states will not be sufficiently sampled. For this investigation, a
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constrained MD was applied in order to improve the sampling

of the potential energy surface at each separation R.

Knowing the potential of mean force obtained using con-

strained MD simulations (along the reaction coordinate R) one

can calculate the free energy of the simulated transition as:

(3)

where  denotes an ensemble average over the con-

strained simulation and fc(R) is the constraining force at a

given R.

The PMF scheme was applied to calculate the free energy of

step adhesion for TCB at 300 K using 50 ns to 100 ns long MD

simulations with the results shown in Figure 3. The distance be-

tween the COM of the molecule and the step edge was chosen

as the reaction coordinate R and the zero on the x-axis corre-

sponds to this distance in the minimum energy configuration.

The molecule was not constrained in any other directions,

allowing it to fully explore the energy landscape.

Figure 3: Change in free energy for a single TCB molecule adhering to
a step edge at 300 K. Zero on the x-axis was chosen as the separa-
tion of the molecule to the step edge in its minimum-energy adsorption
geometry.

The first thing to notice is the spread of the obtained free-

energy curves. Increasing the MD trajectory from 50 ns to

100 ns leads to a drop in the free energy of step adhesion from

0.5 eV to 0.35 eV. As MD simulation times are increased, the

free energy continues to decrease as more and more of the

higher-energy, low-probability configurational space is

sampled. This indicates that performing short MD simulations

leads to an overestimation of the free energy. Even after 100 ns

of MD, the free energy is still overestimated as it is still larger

Figure 4: Change in free energy for a single CDB molecule adhering
to a step edge at 300 K. Zero on the x-axis was chosen as the separa-
tion of the molecule to the step edge in its minimum-enthalpy adsorp-
tion geometry.

than the enthalpic contribution, which was calculated to be

0.25 eV. Thus full convergence could not be achieved.

The free energy profile for the 100 ns MD case displays a

double-dip feature corresponding to two stable TCB adsorption

geometries with one leg (metastable) and two legs attached to

step-edge cation sites. A small barrier of 0.03 eV needs to be

traversed to go from having one leg attached to two, which is

within the thermally accessible energy range. The existence of

this second minimum was confirmed using energy-minimisa-

tion calculations. The molecule will adsorb with one leg on the

step edge with an adsorption energy of 4.7 eV. This illustrates

that subtle features in the free-energy profile can be resolved

using very long MD simulations even if the absolute free-

energy value itself is not fully converged.

Similarly the free energy of step adhesion was investigated for

the more flexible CDB molecule. With two very mobile hydro-

carbon arms, CDB has more degrees of freedom than TCB. In

Figure 4 the change in free energy is plotted as a function of the

molecule–step distance as obtained from a 100 ns MD trajec-

tory. As one arm of the molecule attaches to the step edge, a

large drop in entropy was observed. However, the free-energy

profile seems to suggest a much more favourable interaction. In

fact it appeared even more stable than the geometry found using

energy-minimisation calculations. In principle it could be

possible that entropy shifts the balance of interactions in favour

of a different adsorption geometry. However, in this case we

believe that this can be attributed to poor sampling of the phase

space when one arm gets attached to the step edge. It can be

seen in the MD trajectories that as soon as the arm attaches to

the step edge the molecule becomes trapped in that potential

minimum and sampling of other configurations is poor, result-

ing in an overestimation of the free energy. Therefore, fully
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exploring the phase space for complex flexible molecules would

require further increasing the MD trajectory time or employing

a different method, such as umbrella sampling.

Converging entropy calculations
In order to illuminate the problem of obtaining converged free

energies from molecular dynamics simulations, another setup

was tested: TCB molecules will readily form dimers on terraces,

in which two molecules will align next to each other (see inset

of Figure 5). This process occurs spontaneously in MD simula-

tions at 300 K when two TCB molecules are placed near each

other on a KCl terrace. The dimer represents an energetically

favourable state with a relatively small barrier of formation.

Figure 5: Change of free energy and entropy of TCB dimer formation
as a function of molecular separation at 300 K, where zero on the
x-axis was chosen as the lowest-energy configuration. The free energy
and entropy curves were aligned to be zero at large molecular separa-
tion, where the force between the molecules approaches zero.

The free energy of dimer formation was calculated from 80 ns

MD simulations along with the entropic and enthalpic contribu-

tions (Figure 5). The enthalpy of dimer binding amounts to

0.25 eV, while at room temperature the entropic contribution to

the free energy was calculated to be −0.1 eV, which gives a

total free energy of binding of 0.15 eV at 300 K. Indeed the

same value was obtained from directly calculating the free

energy using PMF simulations. The reaction coordinate was the

intermolecular separation and the molecules were free to trans-

late and rotate on the surface. Plotting the change in entropy as

a function of MD run time gives an indicator of whether

convergence was reached, as illustrated in Figure 6. It is impor-

tant to note that the exponential decay curve was fitted for guid-

ance only and may not be a mathematically accurate representa-

tion of the decay rate. At less than 10 ns the change in entropy

can be overestimated by an order of magnitude. Only for very

long run times (<50 ns) is convergence slowly reached.

Conclusion
Thermodynamic integration and potential of mean force calcu-

lations have been employed to study the adsorption of large

Figure 6: Convergence of entropy change upon dimer formation as a
function of the MD simulation time at 300 K. The dashed line is an
exponential fit to the data and shown for guidance only.

organic molecules at monatomic step edges as well as the dimer

formation process. Despite recent progress in computing free

energies and an increase in computer power, it is still not trivial

to calculate free energies of processes for large organic mole-

cules adsorbed on an insulating surface. Convergence can be

slow and in some cases impossible to obtain, as was found for

the case of CDB.

Nevertheless it is vital to gain better understanding of the free-

energy landscape and the competing interactions at higher tem-

peratures. Many experiments are performed on systems at room

temperature, where thermal motion and, consequently, entropy

cannot be ignored. The balance of molecule–surface and mole-

cule–molecule interactions determines the dynamics and ulti-

mately the growth process for molecular films. This balance can

shift as one moves from cryogenic temperatures and frozen

molecules to NC-AFM observations at room temperature.

In this work we showed that TCB molecules have a favourable

step-adsorption enthalpy, which is compensated at room tem-

perature by a nearly equal loss in entropy during step adhesion,

resulting in a negligible step-adhesion free energy. These mole-

cules were also found to assemble in dimers on a clean terrace,

where the free-energy profile shows a more favourable interac-

tion. Static calculations, on the other hand, led to the conclu-

sion that TCB molecules are more stable at step edges, since the

step-adhesion enthalpy is larger than the dimer-formation

enthalpy. These results highlight the importance of accurate

predictions of entropy changes and free energy in modelling the

early stages of self-assembly and in determining film morpholo-

gies. In many cases the interaction between molecules and be-

tween molecules and surface features are weak and entropy

changes are comparable to enthalpy gains resulting in variety of

structures and their strong dependence on temperature.
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