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This research explores the use of computer technology (specifically Microsoft Excel spreadsheets and the
WebCT content delivery and student evaluation mechanism) as enablers of content delivery and as ways to

improve pedagogy and learning. I evaluate the effect of these technologies on course delivery in Introductory
Business Statistics, a sophomore-level required business course, but the lessons learned may apply to any ana-
lytical subject in the OR/MS field. I compare two different course offerings, a “technology light” version and
a “technology centric” version, for both student satisfaction level (based on standard student evaluations) and
level of learning achieved (based on student scores on a common course final), as well as provide an evaluation
from the instructor perspective. The efficiency of instructor time and class time improves with technology, after
initial startup costs are incurred. Technology components are generally well-received by students, and final test
scores improve. I hypothesize that the increase in the students’ outside-of-class workload and the assessment
enabled by the technology may adversely affect student evaluations.
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1. Introduction
A recent issue of INFORMS Transactions on Educa-
tion (Troxell 2006) points out the need for contin-
ued research into the effective use of technology in
the classroom. The research described in this paper
responds to this call by evaluating the effectiveness of
spreadsheet and Web-based technologies in an Intro-
ductory Business Statistics course. To test their effec-
tiveness, I compare a “technology light” (TL) course
to a “technology centric” (TC) course in a number of
dimensions.
The TC course was a paperless class; all assign-

ments and tests took place using two technologies,
Microsoft Excel spreadsheets (www.microsoft.com)
and the WebCT (www.blackboard.com) content deliv-
ery and student testing and evaluation mechanism.1

The TL course used limited Web-based course note
retrieval (a Lotus QuickPlace website with static
notes, study guides, problem solutions, and some in-
class materials without testing or online discussions
or grades) and Excel for graphing purposes only.
The TL course required use of calculators and table

1 The only exception was the final exam, whose questions were in
hard copy to minimize the risk of file sharing; the answers were
still tendered via WebCT.

lookups for in-class tests and homework assignments;
the TC course strictly used Excel for such problems.
A technology-centric delivery carries some oppor-

tunities and some risks. Excel combines statistical the-
ory with common practice, coupling the concepts of
statistical theory with their implementation using a
common business tool. Excel enables easy transition
from small sample sizes to real-world, full-scale prob-
lems. However, Excel is another skill that must be
learned as the students master statistical concepts;
the additional skill acquisition can become an obsta-
cle. Furthermore, the built-in functions of Excel may
obfuscate the underlying statistical concepts from the
student, reducing comprehension of these concepts.
WebCT enables ease of dissemination, collection,

and update of information, as in the TL Web tool
QuickPlace. In addition, WebCT functionalities allow
for outside-of-class-time quizzing with immediate
feedback and optional grading and free-form, less
structured “discussion board” topics for student inter-
action. However, online content delivery and test-
ing may have its own risks, including plagiarism,
reduced attendance, and potentially a less person-
alized or diminished experience for the student
(Haywood 2000, Yin et al 2002).
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Using student reactions and student test scores,
this research evaluates student reception of the adop-
tion of new technologies, as research by Martins
and Kellermanns (2004) suggests is important, and
whether these technologies enable or inhibit statistics
learning. Various studies have proposed the use of
spreadsheets to foster active learning of various sub-
jects in the classroom (e.g., Johnson and Drougas 2004,
type I and type II errors; Albritton and McMullen
2006, forecasting; Price and Zhang 2007, central limit
theorem) but do not measure their effectiveness in
terms of student learning or retention relative to a
control group. Arbaugh (2005) evaluates the use of
WebCT in distance education course design. Basile
and D’Aquila (2002) survey accounting students on
their acceptance of WebCT as a content delivery and
assessment mechanism. Saadé and Kira (2004) find
test scores improve in classes that use an interactive
computer-aided tool for learning. Tsai and Wardell
(2006a) evaluate the use of Visual Basic for enabling
statistical learning and find that the tool has a statisti-
cally significant impact on student learning relative to
a control group. This research evaluates the impact of
extending the use of Excel and WebCT technologies in
tandem from both student perception and pedagog-
ical effectiveness perspectives to observe their effect
on student learning.

2. Course Description and
Comparison

The course considered in this study is the first statis-
tics course in a series of two courses required for all
undergraduate business students. The subject matter
includes descriptive statistics, probability, and intro-
ductory inferential statistics. To maintain comparabil-
ity, course attributes other than those under study
were held constant. Both classes were offered in two-
day-per-week, 75-minute sessions over 15 weeks in
the fall semester. Both classes were taught by the
same instructor. Both classes used Keller and Warrack
(2003) as the textbook. Two variations on this course
were offered—a TL and a TC course—to evaluate the
impact of changing the course format by introducing
extensive use of Excel and WebCT. The TL class was
taught in 2002; the TC classes were taught in 2005.
The TL course was given in a traditional classroom
with instructor access to Excel, but without student
computers. It used more traditional calculator-based
and table-lookup (z-scores, t-values, binomials, etc.)
methods for homework and test problems. Except
for descriptive statistics’ graphing homework prob-
lems (done in Excel), assignment calculations such
as mean, variance, and correlation were completed
manually after detailed, step-by-step in-class coverage
of manual equation calculations. Although equivalent

methods in Excel were demonstrated by the instruc-
tor and used in some homework assignments, Excel
was not available for tests, so manual solution meth-
ods on small data sets were used out of necessity. The
TC course used Excel built-in functions in place of
calculators and table lookups, WebCT online testing
for homework and tests, and working file deposito-
ries instead of paper. The course was administered
in a computer lab, so Excel was used in all lectures,
exercises, and testing.
In the TL class, tests were graded, most homework

was graded, and occasional unscheduled quizzes
were given on reading or the previous class mate-
rial, for a total of 12 grading opportunities. The TC
class utilized WebCT for quizzes on reading mate-
rial and automated grading of take-home practice
quizzes. Although the TC course had similar assign-
ment requirements, all were graded, for a total of 30
grading opportunities during the semester.

3. New Technology Challenges
Introducing new technology into the classroom can
present challenges with student acceptance (Martins
and Kellermanns 2004). It was important that Excel
didn’t “get in the way” of learning statistics concepts;
some students who may understand statistical con-
cepts may be challenged to demonstrate them in the
Excel environment. I had to provide sufficient Excel
training for students to be comfortable learning statis-
tics via Excel, but not so much that the course cen-
tered on spreadsheet skills. I offered in-class Excel
basics and tips training to help students gain these
valuable skills that are not core to statistics. This
investment was 5%–10% of course time, but some of
this time is recouped later in the semester when Excel
functions are easier to master than statistical tables.
For those students who were significantly deficient in
Excel skills, an optional two-hour review session was
offered (8% of students attended). These measures
reduce but don’t necessarily solve technology adop-
tion problems. Students struggle with Excel, but from
my experience perhaps no more than they struggle
with traditional calculator and table-based methods.
Students showed little resistance to WebCT’s online

test-taking feature; most students in this section had
had experience with online testing in prior classes.
One drawback to using these tests is that automatic
grading only applies to multiple-choice tests; thus,
automatic grading allows for a high quantity of ques-
tions, but the preponderance of questions may be at
a lower level of cognitive testing. Students provide
no demonstration of solution method, and no par-
tial credit can be given. Of course, a mix of ques-
tions could be used; not all need to be automatically
graded, but the technology gives a strong incentive to
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use multiple-choice-style questions, which were used
in both the TL and TC course.
One risk posed by online testing is plagiarism. The

homework component of the grade was 15% and
pre-quizzes (reading quizzes) another 10%, making
outside-of-class effort 25% of the grade. Information
on problem solutions could easily be shared among
class participants. More importantly, there is nothing
to stop one student from logging on as another and
completing the work; this is very difficult to detect.
(This is also possible but less likely on WebCT tests
taken within the classroom.) To mitigate this risk,
a work file providing demonstration of the students’
efforts was required to be turned in with each home-
work and test. Of course, the work files should also be
compared for similar or identical work, but this can be
exceedingly time-consuming. Inside class, occasional
quizzes (10%), three tests (15% each), and the final
(20%) made up 75% of the final grade to reduce the
exposure of final grades to malfeasance occurring out-
side of class.
WebCT poses some risk for cheating during tests

as well. Students and all class materials are online
during tests; thus, course notes and example prob-
lems are highly accessible during testing. As I had
in the TL class section, in the TC course I allowed
a “crib sheet” of key course notes to each student,
so the benefit of browsing online class materials was
reduced. The crib sheet also allowed for creating more
challenging, thought-provoking, and analytical tests
rather than asking rote memorization questions. To
increase the cost of cheating, I used a product called
SynchronEyes™ (www.synchroneyes.com) to monitor
students during the test to reduce any form of online
browsing, communication, or file sharing. (Inciden-
tally, this product also provided me great insight into
the students’ thinking processes during the test. In
effect, I could look over the student’s shoulder as
he or she worked through problems.) I looked for
wrongdoing such as email being used or the course
notes website being open. Perhaps partially because
of these preventative measures, I observed no evi-
dence of online malfeasance.
Electronic tests are more easily leaked between sec-

tions of the class than are hard-copy versions (via
emailing working files or cut and paste of test ques-
tions). Scheduling classes in consecutive time slots
reduced the potential for any such leak, but as an
added precaution I used different test questions, input
data, random question ordering, and random option
ordering to reduce the potential for any malfeasance.
Because the final is the most heavily weighted com-
ponent of the grade and is the key metric of learning
for this study, I used hard copies of questions so that
there was no electronic source for them available.

Table 1 Demographics of Subject Groups

(a) Class demographics

Tech light Tech centric

Count 35 66
Males (%) 60 56
Females (%) 40 44

Avg. age 19.8 19.8

(b) SAT and ACT math score comparison

TL test scores TC test scores Mean diff

Count Mean score Std. dev. Count Mean Std. dev. P -value

SAT math 24 559�17 15�20 41 570�73 9.67 0.262
ACT math 32 24�22 0�60 58 24�74 0.37 0.229

4. Student Sampling
My sample for this study was the students who
enrolled in the one section of the TL course (35 stu-
dents) and the students who enrolled in the two sec-
tions of the TC course (65 students). Table 1(a) shows
the general demographics of the two groups, which
are similar in gender mix and average age. Table 1(b)
shows descriptive statistics for SAT and ACT math
scores. Although we could not impose random sam-
pling techniques on the enrollees for each section
(students self-selected), t-tests show that on a univari-
ate basis there were no statistically significant differ-
ences between SAT and ACT math scores between the
samples. These demographic statistics and test scores
fairly reflect the general student population taking
business statistics.

5. Course Effectiveness Assessment
This section presents quantitative and qualitative
assessments of the two course offerings from both the
student and the instructor perspectives. Section 5.1,
Technology Component Assessment, evaluates the
student ratings of various technology components of
the TC course through responses to student surveys
offered in these courses. Sections 5.2 and 5.3, Course
Effectiveness—Qualitative Student Assessment and
Course Effectiveness—Quantitative Student Assess-
ment, compare the student assessment of the two
different course offerings overall both qualitatively
and quantitatively. Section 5.4, Course Effectiveness—
Student Learning, evaluates course effectiveness by
comparing student scores on identical finals given to
all classes. The test score analysis is presented by sub-
ject matter area (descriptive statistics, probability, and
inferential statistics) and by question type (equation-
based problems or conceptual understanding ques-
tions). Finally, §5.5, Course Effectiveness—Instructor
Assessment, provides insights from the instructor’s
perspective for classroom efficiency, course workload,
and general satisfaction level.
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Table 2 Student Rating of Technology Components of Course

Question topic Average Median Mode Std dev N

In-class class Excel files 1.58 1 1 0.73 57
WebCT as an info depository 1.75 2 1 0.74 57
Online gradebook 1.79 2 1 0.80 57
Online syllabus 1.91 2 2 0.89 57
Sample tests 2.02 2 1 1.08 57
Multiple grading opportunities 2.09 2 2 0.93 57
Posted HW solutions 2.14 2 2 0.88 57
Section review notes 2.18 2 2 0.71 57
Real-world examples 2.21 2 3 1.01 57
Email/bulletin board 2.47 2 2 1.02 57
Instructor’s organization 2.51 3 3 0.87 57
Homework assignments 2.58 3 3 0.78 57
Excel-based test questions 2.65 3 3 0.86 57
Instructor availability 2.68 3 3 0.93 57
Instructor’s teaching style 2.95 3 3 0.95 57
In-class tests 3.05 3 3 0.87 57
Online discussion topics 3.19 3 3 0.93 57
Prequizzes on reading 3.21 3 3 1.00 57
Course notes (slides) 3.28 3 4 1.03 57
Tests 3.35 3 3 0.94 57
Textbook 4.12 4 5 0.91 57

Rate how helpful you found the following course components:
Question coding: Extremely Very A little Not

helpful helpful Helpful helpful helpful
1 2 3 4 5

5.1. Course Effectiveness—Technology
Component Assessment

Table 2 presents a comparison of the two TC course
sections for students’ opinion on various compo-
nents of the course. Students respond to the ques-
tion, “How helpful were the following elements of
the course to your learning?” on a five-point Likert
scale, where one is “Extremely helpful” and five was
“Not helpful.” Results are sorted in order of ascend-
ing mean response, from most helpful to least help-
ful. Although the median is more appropriate than
mean for evaluating Likert scale responses, because
many median scores were the same across sections,
I report both median and mean in order to provide
additional information on the relative rankings of stu-
dent opinions.2

WebCT’s primary value in the students’ opinions
was as a data repository; the four most helpful ele-
ments related to online information retrieval. Course
materials, instructor in-class examples, and online syl-
labi were also available in the TL course offering. The
most helpful component of the data repository for the
students was the in-class Excel file repository. These

2 Mean-based analyses of Likert scale survey responses are com-
mon in the literature; for example, Winkelmann and Winkelmann
(1998) on the happiness of the unemployed; Olson (2005) and Bar-
man et al. (2001, 1991) on journal quality; Fang (2008) on product
innovation; and Hock-Eam (2008) and Dawes (2008) on the effect of
scaling on the mean response in surveys, among numerous others.

are instructor demonstrations from each class show-
ing how to conduct statistical analyses in Excel. Stu-
dents could recapture exactly what the instructor did
in class by reviewing the files saved to the website.
These files were particularly useful for students in
the TC section because tests and homework used the
same problem solving methodology.
Multiple grading opportunities were also appre-

ciated by the students. The automation of grading
and testing outside of class were both made possible
by WebCT technology and were not in the TL con-
tent dissemination website; thus, they are also consid-
ered part of the TC offering. Somewhat contradicting
these opinions, prequiz capabilities (the very grading
opportunities created by WebCT) were far less valued
by the students. Students seem to appreciate the risk
diversification of so many grading chances, but not
the additional effort these chances entail. I observed
that based on in-class responses to discussion ques-
tions, pre-read quizzes did not seem to improve class
preparedness; rather, students seemed to use these
quizzes as a grade enhancing mechanism.
Finally, the WebCT discussion board functionality

was strongly encouraged in numerous open-ended
discussion exercises; but without a grade incentive
students were generally not motivated to participate.
In sum, it appears that the technology-related compo-
nents of the course were generally well-received rel-
ative to other components of the course, but not all
capabilities were equally valued. Interestingly, many
of the most valued components (the data repository
functionalities) were also available in the TL sections
(except the grade book functionality).
Standard instructor- and text-related evaluative

questions were included in the survey primarily for
purposes of comparison to the technology questions.
Instructor-related questions were generally in the
middle of the ratings. “Canned” materials such as the
text and course PowerPoint slides were near the bot-
tom of the ratings. I assign two possible interpreta-
tions to this result: These sources tied less to class
coverage either because the class format varied from
the text and PowerPoint slides or because students
vastly preferred the active, experiential-based learn-
ing in the classroom. The latter interpretation is sup-
ported by the fact that the in-class Excel files were the
most helpful learning tool in the students’ view.

5.2. Course Effectiveness—Qualitative
Student Assessment

In all three course sections, I conducted a Midterm
Instructional Diagnostic (MID) interview session with
students. In these 15–20 minute sessions held during
class time, an independent third party leads a dis-
cussion with the class under the strict assurance of
complete anonymity. The moderator poses three ques-
tions: In this class, (1) what is helping your learning?,
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Table 3 Comparison of Midsemester Discussion Group Sessions
Comments and Selected Written Evaluation Comments

Technology-light course Technology-centric course

Midsemester discussion group session comments:
Factors helping learning:

• Lab days are helpful • In-class examples
• Review sessions • Posting notes on WebCT

• Discussion board on WebCT

Factors hindering learning:
• Excel is helpful, but (it is) • Book differs from his material

not on tests • Terminology—what is P-hat?

Suggestions to improve learning:
• Teach class more like • Keep online quiz solutions

review session available throughout
• Better organization the semester
• Tests more like homework • More time in class to
• Better notes work out problems
• Study guide

End-of-semester evaluation write-in comments:
• I believe (confusion) came from • Book is no help—different

trying to relate Excel and manual from class (5)
styles, but not sufficient • In-class notes help (3)
of either (2) • WebCT(3)—section

• I am not sure I have a good summaries, slides help
handle on statistics; I really • Tests/quizzes did not
didn’t understand this course (2) help—too complicated/no

• Exams were too hard (3) partial credit (4)
• Excel was good/learning

about Excel (5)
• I liked having a computer

in front of me/example
problems in class (2)

Note. Frequency of comment specified in parentheses.

(2) what is hindering your learning?, and (3) what
could be done to improve your learning? Students
break into 4–5 person discussion groups to develop
consensus opinions and report back to the class. The
moderator then provides class discussion feedback to
the instructor, as reported in Table 3. Table 3 also
reports individual write-in comments from end-of-
semester course evaluations and provides the fre-
quency of each comment in parenthesis (write-ins are
not literal).
The TL comments centered on requesting an in-

creased use of technology. (These comments, in part,
gave rise to my decision to move to a TC format.)
The TL review sessions were problem-based and took
place in a computer lab similar to the TC class ses-
sions, which the students found valuable; however,
the dichotomy of technology use between homework
and tests was underscored as a disadvantage in the
TL section. The classroom use of Excel in the TC class
seemed to be well-received. WebCT helped address
organizational and information availability issues for
the students, as comments changed from “need better
organization” to “like having materials available on
WebCT.”

Some students in the TC course voiced concerns of
going too fast and not having enough time in class
and on tests to work problems. This opinion could
reflect novice Excel skills that slow problem solving
in a time-constrained environment.
Going to an all-technology format reduced the util-

ity of the textbook; the resulting emphasis in class was
much more toward the execution of statistics in Excel
reflected by the book. By taking the Excel approach
to statistics for homework and tests, the algebraic
expression of problems was de-emphasized, which
created confusion over terminology in the text and
perhaps lower appreciation and understanding of the
text content. In summary, the qualitative comments
were generally more positive in the TC offering than
in the TL offering.

5.3. Course Effectiveness—Quantitative
Student Assessment

Students completed a 30-question course evaluation
survey at the end of the semester. The first 23 ques-
tions were from common student evaluations given in
all undergraduate courses university-wide. The next
five were questions specific to business statistics topi-
cal coverage. The last two questions were customized
questions added by the instructor for the TC sections
of the course. Because the last two questions apply
only to the TC courses, the TC and TL are compared
on only 28 questions. The scale used is a 5-point Likert
scale for all questions; the full text of the questions is
included as the appendix. Table 4 shows the results
of the surveys. As noted before, although the median
is more appropriate for Likert-scale data, the analy-
sis is conducted on mean responses, as is common
in the literature. For ease of reading, significant dif-
ferences between them are indicated by bold type,
with increases underlined and decreases in italics
(�= 0�05).
The first striking observation is that the TC evalua-

tions are often lower than the TL evaluations, which is
surprising given the most valued components of the
course from the other survey were technology related,
and qualitative comments were generally more pos-
itive in the TC course. Upon more careful inspec-
tion, however, one can see scores that are completely
unrelated to technology have significant differences
between the two groups, contrary to expectations
that the scores would be roughly equal. For exam-
ple, “instructor enthusiasm” and “students are val-
ued in this class” were significantly lower in the TC
course, when generally these should have been unaf-
fected by the introduction of technology. (Recall that
both courses were taught by the same instructor.)
More strikingly, “graded promptly” and “use of tech-
nology” did not significantly increase, even though
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Table 4 Student Course Evaluation Between Group Comparisons

Technology centric Technology light

Obs 73 Obs 35 TC-TL mean difference

Question Mean SD Mean SD Diff SD (diff) P -value Question subject

1 3.9 0.3 3.7 0.5 0�2 0.09 0.01 Challenging

2 2.9 0.9 3.0 0.7 −0�1 0.16 0.19 Thinking
3 2.4 0.9 2.6 0.8 −0�2 0.17 0.13 Discussion
4 2.7 0.9 2.8 0.9 −0�1 0.18 0.22 Assignments
5 1.4 0.7 2.4 0.7 −1�0 0.14 0.00 Writing
6 1.4 0.9 1.9 0.5 −0�5 0.13 0.00 Speaking
7 3.5 0.7 3.2 0.8 0�3 0.16 0.06 Computer technology
8 2.3 1.0 2.6 1.2 −0�3 0.23 0.12 Exams
9 2.1 1.0 2.8 0.9 −0�7 0.19 0.00 Reasonable work
10 1.5 1.1 2.4 0.9 −0�9 0.20 0.00 Text
11 3.3 0.8 3.1 0.5 0�2 0.13 0.06 Effort
12 2.5 1.1 2.5 0.9 0�0 0.20 0.47 Learned
13 1.9 1.2 2.2 1.0 −0�3 0.22 0.06 Recommend course
14 2.5 0.9 2.9 1.1 −0�4 0.22 0.05 Comm. objectives
15 2.3 1.1 2.4 1.1 −0�1 0.23 0.29 Environment/learning
16 3.0 1.0 3.5 0.6 −0�5 0.15 0.00 Enthusiasm
17 3.2 0.8 3.5 0.7 −0�3 0.15 0.01 Practical
18 2.8 0.8 2.9 0.8 −0�1 0.16 0.20 Participation
19 3.0 0.8 3.3 0.5 −0�3 0.13 0.00 Students valued
20 2.8 1.0 3.3 0.7 −0�5 0.17 0.00 Available
21 3.3 0.9 3.4 0.5 −0�1 0.13 0.13 Graded promptly
22 2.4 1.1 3.2 0.7 −0�8 0.17 0.00 Reasonable grading
23 2.1 1.3 2.5 1.4 −0�4 0.28 0.06 Rec. instructor
24 3.0 0.7 2.9 0.8 0�1 0.16 0.35 Data-decision making
25 3.1 0.8 3.0 0.8 0�1 0.16 0.34 Graphs/tables
26 3.1 0.9 3.1 0.9 0�0 0.18 0.41 Single-variable
27 2.6 1.0 2.8 0.8 −0�2 0.18 0.10 Prob. distributions
28 2.3 1.0 2.7 0.9 −0�4 0.19 0.01 Statistical inference

Notes. Bolded question labels significant differences; underlined values indicate TC is significantly higher; italicized labels indicate TC is significantly
lower. TC1 observations= 34; TC2 observations= 39.

every assignment and test was graded nearly instan-
taneously and the entire course was centered on tech-
nology. Most remarkable of all, despite the constant
exposure to extremely practical Excel technology and
more real-world applications and data sets, the “prac-
tical” score significantly decreased.
The only significant increase of the TC course over

the TL offering in the student opinion survey was in
the “challenging” score of the course, which is strong-
ly negatively correlated with the “reasonable work”
score. The fact that students needed to master two
new skills—Excel and statistics—in the TC course may
have added to the challenge of the course relative to
the TL version. I hypothesize that due to the increase
in graded components of the course (prequizzes,
homework quizzes), students found the workload to
be unreasonable and the challenge greater. Dissatisfac-
tion with the course workload may have negatively
affected other course evaluation scores discussed
above. This hypothesis is supported by discussions
with a subset of students after the semester was com-
pleted; however, although plausible, this hypothesis
cannot be tested with the data collected in this study.

Table 5 compares the two sections within the TC
course offering. Although the student samples and
the two classes offerings were essentially identical,
there are more statistically significant differences in
student perceptions between the TC sections (13/28
questions) than there were between TC and TL offer-
ings (11/28). Also, all differences are of the same
sign; one class seems to have had a significantly more
negative experience than the other. The two ques-
tions (numbers 29 and 30) that apply only to the TC
classes—“Did Excel help your learning in this class?”
and “Did WebCT help your learning in this class?”—
also had significantly different scores. There seem to
be other forces on student opinion at play, other than
course format, that have not been explained. As the
instructor of both TC sections, I have no suggestions
as to why the two classes might have responded so
differently on the survey; there was no noticeable
indication during the semester that the sections var-
ied in their acceptance.
More data may help to reduce the variation, but

there is no opportunity to collect more data in the
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Table 5 Student Course Evaluation Within-Group Comparison:
Technology-Centric Courses

Question TC1-TC2 SD (TC1-TC2) P -value Question

Technology centric class student evaluation comparison
TC Section 1 vs. 2

1 0�0 0.07 0.50 Challenging
2 0�3 0.21 0.08 Thinking
3 0�0 0.22 0.50 Discussion
4 0�3 0.20 0.07 Assignments
5 0�0 0.17 0.50 Writing
6 0�3 0.20 0.07 Speaking
7 0�1 0.18 0.29 Computer technology
8 0�6 0.24 0.01 Exams
9 0�4 0.23 0.04 Reasonable work

10 1�0 0.26 0.00 Text
11 0�0 0.19 0.50 Effort
12 0�4 0.26 0.06 Learned
13 0�5 0.28 0.04 Recommend course
14 −0�1 0.22 0.33 Comm. objectives
15 0�7 0.26 0.00 Environment/learning
16 0�1 0.22 0.33 Enthusiasm
17 0�1 0.19 0.30 Practical
18 0�3 0.19 0.06 Participation
19 0�5 0.19 0.00 Students valued
20 0�7 0.23 0.00 Available
21 0�1 0.20 0.31 Graded promptly
22 0�6 0.25 0.01 Reasonable grading
23 0�7 0.31 0.01 Rec. instructor
24 0�3 0.17 0.04 Data-decision making
25 0�5 0.18 0.00 Graphs/tables
26 0�3 0.20 0.07 Single-variable
27 0�5 0.25 0.02 Prob. distributions
28 0�7 0.24 0.00 Statistical inference
29 0�4 0.25 0.05 WebCT helps
30 0�9 0.27 0.00 Excel helps

Note. Significant differences between TC sections are bolded and italicized.

same environment; since these experiments, the statis-
tics classes have adopted a new textbook and a new
version of Excel, Excel 2007, has been introduced. The
next experiments would be under these new environ-
mental changes.

5.4. Course Effectiveness—Student Learning
In order to evaluate student learning, Table 6 com-
pares the number of correct answers out of 31
questions on identical common finals. One minor
implementation difference was that TL students used
pencils and scantron sheets; TC students entered their
answers in WebCT. The test was designed in TL with
manual test taking in mind; thus, there was no tech-
nology bent to the questions. Table 6 shows that the
TC classes scored almost two full correct answers
higher than the TL classes on the final, a significant
difference for � = 0�05 (p-value = 0�0307). There was
no significant statistical difference in scores between
the TC sections, and both TC sections scored sig-
nificantly higher than the TL section. This finding
supports the hypothesis of increased learning in the

Table 6 Comparison of Final Test Scores: Technology-Centric
Versus Technology-Light Offerings

Tech centric Tech light

Summary descriptive statistics final exam correct answers
Min 8 10
Max 30 25
Mode 16 19
Mean 18�57 16�80
Std. dev. 4�97 4�48
Count 65 35

Diff. of means 1.77
T statistic 1.81
P -value 0.037

technology environment. This favorable result is par-
ticularly noteworthy because TC students faced a
slightly different testing format on the final than on
their prior tests.
The increase in test scores in the TC sections may

not be due entirely to the introduction of technology.
Most notably, the increased outside-of-class workload
for students (that was, to be sure, to some degree
caused or enabled by technology) may have likely in
itself caused an increase in scores. Other potentially
confounding influences include a more experienced
and organized instructor (from additional experience
of offering this course) and more active learning in a
lab setting in the TC offering.
Figure 1 shows the distribution of the number of

final examination questions correct in the two offer-
ings. There was a slightly higher variance in final
scores in the TC sections, with both a higher maxi-
mum and a lower minimum score. The spread may
imply less consistency of learning in TC sections, per-
haps because of the challenge of acquiring both Excel
and statistical skills during the course. This observa-
tion is somewhat troublesome, given the larger spread
in mathematical ability in the TL sections coming into

Figure 1 Distribution of Correct Answers on the Common Final Exam
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the class when measured by SAT and ACTmath scores
(Table 1(a)). On the other hand, a point that bolsters
the improved learning claim and reduces concerns of
increased variance in TC sections is that two students
who were underperforming in TL dropped the class,
ostensibly increasing the TL average score and reduc-
ing its variance. (No students dropped the TC course.)
This “self censoring” may have also contributed to
the greater variance noted in the TC final scores and
makes the mean score improvement in the TC for-
mat more impressive. Also, the maximum score was
five points higher in the TC section, which increases
the spread but adds to the claims of increased learn-
ing in those sections. Finally, the higher variance in
the TC course lends evidence that cheating was not
widespread in the TC course; if cheating were preva-
lent, then the variance of scores would be lower.

Table 7 Comparison of Final Test Scores: Technology-Centric Versus
Technology-Light Offerings

Question Question Concept Problem All
type number question (%) question (%) questions (%)

Descriptive stats 1 13
2 23
3 1
4 20
5 2
6 −10
7 −11

Descriptive stats total −11 8 5

Inferential stats 1 7
2 3
3 5
4 −7
5 2
6 9
7 31
8 21
9 10
10 17
11 −8
12 21
13 21
14 −1

Inferential stats total 12 9 10

Probability 1 23
2 −6
3 −17
4 8
5 −2
6 22
7 8
8 −13
9 −12
10 −13

Probability total −13 1 0

Grand total 4 6 6

Notes. Observations: TC format = 65; TL format = 35. All percentages
shown are percent correct TC-TL.

Table 7 furthers the analysis of test score differen-
tial on a question-by-question basis, evaluating both
the type of question (statistical concept or problem
solving) as well as the subject area of the question
(descriptive statistics, probability, inferential statis-
tics). Generally, the questions are weighted more
towards inferential statistics because inferential statis-
tics draws from skills learned in both descriptive
statistics and probability sections. The TC classes gen-
erally did better in all question types and subject areas.
Generally, the improvement in TC performance was
greater where Excel tools apply more directly; TC stu-
dents’ performance was higher relative to TL students
in calculation problems than in concept questions and
higher in descriptive statistics and inferential statistics
questions than in probability questions.

5.5. Course Effectiveness—Instructor Assessment
As pointed out in research on WebCT adoption by
White and Myers (2001), instructor buy-in is criti-
cal to technology introduction because the instruc-
tor has such a large stake in a course redesign. In
this case, extensive instructor time was invested in
course redesign (new technology-centric notes, pre-
quizzes, exercises, data sets, website development,
etc.); preparing for the TC course was akin to the
time requirements for a new course preparation. The
time costs could be mitigated through the purchase of
Web-enabled test bank questions or a more gradual
technology adoption. Ongoing course delivery will
require approximately the same time requirements of
the more traditional offering, although the mix of
how the time spent will shift from question prepara-
tion and grading to more student interaction. Over-
all, I was highly satisfied with the new structure.
Class time was spent in hands-on application of con-
cepts rather than “board work”; PowerPoint notes
became reference material for the students rather than
the subject of a lecture. The lab setting and activity-
based learning improved the liveliness of the class-
room, including students asking problem-based ques-
tions and students helping each other. In-class time
was better utilized because electronic assignments
obviate the need for returning papers. In fact, no
paper was distributed or collected at any time dur-
ing the semester. This allowed for an estimated sav-
ings of approximately 60 minutes of class time per
semester for returning papers (5 minutes per graded
assignment). I also saved 45 minutes of in-class quiz
time (15 minutes per quiz), and some time on quiz
and homework review (that the students conducted
individually online outside of class on an as-needed
basis). The WebCT grade book functionality reduced
the number of grade queries by students to zero.
More of my out-of-class time was spent developing
quality in-class exercises and test questions and par-
ticipating in discussion boards rather than grading
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responses. Generally, there was a shift from lower
value-added administrative activities to those that
were more geared toward learning, a switch that ben-
efits both student and instructor.

6. Conclusions and Limitations
In this research, I evaluate the use of technology
(Excel spreadsheets and WebCT content delivery and
student evaluation mechanism) as an enabler of
higher quality pedagogy, more efficient classroom
time allocation, and increased student contact time.
Somewhat paradoxically, students’ assessment of

the functionalities of the technology is positive,
but course evaluations are generally lower in the
technology-centric class. I hypothesize the lower
evaluations may be explained in part by increased
student workload that was enabled by technology
(through automated grading of outside-of-class-time
assignments).
Of course, student evaluations are not the ulti-

mate measure of success. Students might be viewed
as patients rather than customers; what hurts now
may benefit them in the long run. Student learn-
ing, when measured by scores on a common final,
improves significantly when aided by these technolo-
gies, perhaps in large part because the quantity and
quality of time spent with the material increases with
Web-enabled outside-of-class student evaluation and
feedback mechanisms. In particular, I observe no loss
of conceptual understanding when spreadsheets are
used for statistical calculations.
This research has limitations that should be rec-

ognized. Clearly, the students in each course format
could not compare their experience to what the other
format “would have been.” In this sense, student
evaluation of each format is unavoidably blind of
the alternative. All course comparisons are univari-
ate in nature; because of student survey anonymity,
it is impossible to tie survey responses with individ-
ual student attributes, hindering multivariate analy-
ses. My evaluation combines the effects of WebCT
and Excel; their individual effects on learning can-
not be discerned in this study. I also observe student
evaluations that differ statistically between sections of
the course with the same technology-centric format,
indicating (not surprisingly) that students’ opinions
were affected by factors other than the course format.
Additional replications of this experiment could help
produce more clear and conclusive results, but due
to changes in course textbook and teaching sched-
ules, clean replications are unfortunately not possi-
ble. Finally, it should be noted that various confound-
ing elements limit the interpretation of the results.
For example, in the TC course the work content was
higher and the instructor more experienced than in
the TL course, both of which could affect results.

Having new avenues for cheating is a potential
problem for the TC course, both for information
retrieval (e.g., notes, worked problems) and for infor-
mation sharing (file passing). In class, products such
as SynchronEyes help increase detection and reduce
the incidence of such behavior. The benefits of cheat-
ing were reduced through random test question and
option ordering and randomized data sets. I see room
to improve controls for plagiarism risk when utilizing
an electronic medium for testing. There is no adequate
control for assuring that work files were not passed
between sections. For example, automated random
data sets for each test taker would eliminate answer
passing (Tsai and Wardell 2006b). A product that
could act as a Turnitin.com equivalent for automation
of plagiarism detection for Excel spreadsheets would
be a tremendous help for deterring shared work files.
Plagiarism was minimized for the final exam by hav-
ing multiple test layouts and not providing electronic
versions of the questions.
Overall, I find Excel to be a convenient, prac-

tical, and effective medium for teaching statistics.
WebCT technology extends the classroom learning
environment, allowing for out-of-class evaluation and
testing with immediate student feedback. Due to
the expanded time capacity and efficiency of test-
ing and grading made possible by WebCT, care must
be taken by instructors not to overuse this class-
room extension and cause adverse reaction from stu-
dents who may feel overworked. More broadly, care-
ful expansion of the student learning experience using
new technologies should continue to be explored
and evaluated, maximizing their opportunities while
minimizing their risks. Introducing these technolo-
gies has returns worth the risks. Students gain two
valuable skills: understanding statistics concepts and
learning how to implement them with a ubiquitous
technology they will use in subsequent classes and in
their work lives.

Appendix. Student Course Evaluation Form
University of Dayton Student Assessment
of Instructors
Mark whether or not you agree or disagree with each of
these statements. If you neither agree nor disagree with the
statement, mark “Neutral.” If you believe that the statement
is not applicable to you, the instructor, or the course, fill in
the circle under “Not applicable.”

Strongly Strongly Not
agree Agree Neutral Disagree disagree applicable

5 4 3 2 1

Course-Related Statements
1. This course was academically challenging.
2. This course improved my critical thinking skills.
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3. Students’ classroom discussion contributed to my
understanding of the course material.

4. Assignments contributed to my understanding of the
course material.

5. Assignments in this course improved my writing.
6. Assignments in this course improved my speaking.
7. My use of computer technology contributed to my

understanding of the course material.
8. Examinations/evaluations related to the material

emphasized in the course.
9. Given the course level, the quantity of work required

was reasonable.
10. The textbook and/or required readings were an asset

to this course.
11. My effort in this course was substantial.
12. I learned a great deal from this course.
13. I would recommend this course to other students.

Instructor-Related Statements
14. The instructor clearly communicated course objec-

tives and requirements.
15. The instructor presented the material in a manner

conducive to learning.
16. The instructor’s enthusiasm inspired interest in the

course.
17. The instructor encouraged students to relate course

material to practical situations.
18. The instructor encouraged classroom participation.
19. The instructor created an environment in which all

students were valued.
20. The instructor was available to help students outside

the classroom.
21. The instructor graded and returned assignments and

examinations in a reasonable time.
22. The instructor’s grading was reasonable, given the

quality of my work.
23. I would recommend this instructor to other students.

Instructor/Department/School Statements
24. In this course, I developed an understanding of how

data analysis and statistical techniques can help in business
decision-making.
25. From this course, I developed skills in describing

data sets with tables and graphical displays.
26. In this course, I developed skills in calculating and

interpreting descriptive statistics (e.g., means, standard
deviations, and correlation coefficients).
27. From this course, I can use probability distributions

(like Normal or Binomial) to make risk or likelihood state-
ments about the value that a certain variable may have.
28. From this course, I understand how to estimate an

important property of a target population (like an average
or a proportion) using sample results—to include specifica-
tion of possible estimation error.
29. The use of WebCT aided my learning in this course.
30. The use of Excel aided my learning in this course.
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