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Abstract: This paper proposes a fuzzy based sensor fusion algorithm for localization of an intelligent vehicle by 
correcting translational error of latitude and longitude in easily available maps such as Google Earth. Even 
though the chosen map possesses translational error, the proposed algorithm will automatically correct and 
compensate this error by using the integration of a Global Positioning System (GPS), a magnetic compass, and a 
CCD camera. To integrate these sensors, all the sensing data must be converted to the same reference. The GPS 
and the magnetic compass provide global data, whereas the camera provides local data. Since all sensors contain 
some uncertainties, the outputs of all sensors can be expressed by fuzzy numbers with triangular membership 
functions. All the fuzzy numbers are operated based on the alpha-cut closed interval properties. The proposed 
algorithm uses information from the GPS and the magnetic compass to calculate the global position of two 
selected pixels in two different segments, which represent road center line in the road images. Consequently, by 
knowing the global positions of the selected pixels, it is possible to calculate the horizontal and vertical deviations 
that the waypoints in the original map are to shift. The system performs efficiently on an unmarked road inside 
Asian Institute of Technology Thailand (AIT) campus.  
Keywords: sensor fusion, localization, intelligent vehicle 

 
1. Introduction 

Basically, guiding an intelligent vehicle from a location to 
another location requires three modules of global 
perception, local perception and vehicle control. The 
global perception system identifies the vehicle position 
with respect to an available global map which is usually 
in terms of latitudes and longitudes. It also determines a 
path that the vehicle has to track. However, because of 
the dynamic environment in real driving, the global 
perception system alone is not enough to maneuver the 
vehicle to move to its destination. Real-time sensing 
system is required to perceive vehicle’s surroundings. 
Therefore, the intelligent vehicle also uses information 
from the local perception to avoid any static and dynamic 
obstacles that block vehicle path and to follow traffic 
rules. Finally, the vehicle control system integrates 
information from the global and local perception systems 
and then determines an appropriate action of the vehicle.  
Global perception system involves vehicle localization 
and path planning. It allows the vehicle to know its 
position and direction with respect to the real world and 
series of positions in order to reach the destination. There 
are many researches addressing on global perception. 
Fang et al. used ground texture pattern to match with a 
built-in global reference texture map using Iterative 
Closest Point (ICP) to localize the vehicle in the global 
map (Fang, H. et al., 2007). Chausse et al. demonstrated 
the use of a GPS and a vision system to localize a vehicle 
(Chausse, F. et al., 2005). Many path planning algorithms 
focused on dynamic path regeneration when confronting 

obstacles such as real-time path planning based on 
multiple stereovision and monovision cues (Hummel, B. 
et al, 2006) and using probabilistic approach to find the 
optimal and robust path after detecting obstacles 
(Blackmore, L. et al, 2006).   
In order to sense the environment along the path, the 
vehicle has to obtain information from local perception 
system. The local perception includes detecting of road 
lanes, traffic signs, static and dynamic obstacles using 
sensor devices such as camera, laser, Light Detection and 
Ranging (Lidar), sonar, etc. An example of the work using 
local perception is seen in unstructured road detection by 
utilizing Hue-Saturation-Value (HSV) color space and 
road features (Huang, J. et al., 2007). Traffic signs 
detection and classification was achieved by a 
combination of Hough transform, a neural network, and 
a Kalman filter (Garcia-Garrido, M.A. et al., 2006). 
Obstacle was identified by using a monocular vision 
system (Yamaguchi, K. et al., 2006) or an integration of 
lidar and vision system (Premebida, C. et al., 2007). 
In vehicle control, the vehicle has to react to environment 
around itself properly using some control rules.  There 
are many control algorithms for navigating the vehicle 
such as GPS based navigation control in combination 
with laser range finder for obstacle detection (Wu, B.F. et 
al., 2007), adaptive neural network for controlling 
longitudinal and lateral motion of the vehicle on highway 
scenario (Kumarawadu, S. & Lee, T.T., 2006), and fuzzy 
based control scheme for both longitudinal and lateral 
movement (Chiang, H.H. et al, 2006).  
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Latitudes and longitudes are usually the main source of 
the vehicle global data. However, most of the intelligent 
vehicle researches either assumed the obtained global 
maps were accurate or spent time in building the global 
map by driving the vehicle to collect the map data. For 
instance, each competitor in the DARPA Grand 
Challenge, which is one of the most challenging 
autonomous vehicle competitions, was provided with the 
Route Network Definition File (RNDF) 24 hours in 
advance. This RNDF contains waypoints for the vehicle 
to track until it reaches the goal. Naranjo et al. created a 
map using Differential Global Positioning System 
(DGPS), which had an accuracy of 1 centimeter, by 
driving the vehicle to collect waypoints along the test 
track (Naranjo, J.E. et al, 2004).  
This paper focuses on utilizing easily available maps such 
as Google Earth in global path planning for an intelligent 
vehicle. Using the existing maps can reduce time and cost 
in path planning, however, these maps introduce 
horizontal and vertical translational error. To solve this 
problem, the fuzzy based sensor fusion using a GPS, a 
magnetic compass, and a camera is proposed. The other 
advantage of this algorithm is that the vehicle can localize 
itself on the global map which does not have any special 
landmarks. This paper is arranged in the following order. 
Section 2 explains the architecture of AIT intelligent 
vehicle used in this experiment. Section 3 describes the 
overall architecture, the sensor fusion method and 
concept of fuzzy arithmetic operation. Section 4 shows an 
experimental result tested on unstructured roads inside 
AIT campus. The work is concluded in section 5.  

2. AIT Intelligent Vehicle Architecture 

AIT intelligent vehicle was developed on the 1991 
Mitsubishi Galant platform as shown in Fig. 1.  
Fig. 2 shows the overall architecture of AIT intelligent 
vehicle. Four lead-acid batteries supply electrical power 
to three motors and a computer which performs as the 
central processing unit. Latitudes and longitudes are 
obtained from Novatel OEM4-RT20 GPS card. 
HoneyWell HMR-3000 magnetic compass with 0.1o 
accuracy measures vehicle heading respect to the earth 
 

 
Fig. 1. AIT intelligent vehicle 

 
Fig. 2. Overall architecture of the AIT intelligent vehicle 

 
Fig. 3. GPS card and a magnetic compass  

 
Fig. 4. GPS antenna and a camera 

magnetic North Pole. These two sensors are put inside a 
white protection box as shown in Fig. 3. GPS antenna is 
placed above the vehicle windshield as shown in Fig. 4. 
Lidar and machine vision modules provide local 
perception information. A601fc camera from Basler is also 
attached above the vehicle windshield in the way that the 
center of road image is the same as the center of the 
vehicle as shown in Fig. 4. All data are processed by the 
computer before sending outputs via RS-232 to speed and 
steering control modules which will further send out 
commands to throttle motor, breaking motor, and 
steering motor to drive the vehicle. 

3. Sensor Fusion Architecture 

This section describes the sensor fusion algorithm based 
on the integration of a GPS, a magnetic compass and a 
camera, and the fuzzy number operations. Fig. 5 shows 
the sensor fusion flowchart.  
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Fig. 5. Flowchart of the sensor fusion algorithm 

3.1 Image processing 
In the algorithm, two road images from two different 
waypoints are captured. Road center and road direction 

imageθ( ) are determined. One road image is used in 

determining horizontal error. The other road image is 
used in determining vertical error. Perspective distortion 
is solved by using inverse perspective mapping (IPM). 
Fig. 6 displays the relationship between the world 
coordinate (W-space) and the image coordinate (I-space). 
Point O in W-space corresponds to point P in I-space. 
Road edges, which are parallel in the world coordinate, 
become a vanishing point in the image coordinate. The 
position of the camera is defined as the center of W-space, 
using equation (1) and (2) (Bertozzi, M. et al., 1998). 

 ( )

( )

1

1
sin tan

tan

, 2
1

yh
x

y

u x y

n

θ α

α

−

−

⎡ ⎤⎛ ⎞⎛ ⎞
⎜ ⎟⎢ ⎥⎜ ⎟⎝ ⎠⎝ ⎠⎢ ⎥ − −

⎢ ⎥
⎢ ⎥⎣ ⎦=

−

 (1) 

 ( )
1tan

, 2
1

y
xv x y

m

α

α

− ⎛ ⎞ +⎜ ⎟
⎝ ⎠=

−

  (2) 

where h  is the height of the camera above ground, θ is 
the angle between the optical axis and horizontal axis, 
2α is the camera aperture, and n × m is the resolution of 
image. 
To identify the road segment in an image, hue and 
saturation thresholdings are utilized. Hue thresholding is 
basically used for thresholding road pixel without 
shadow. On the other hand, saturation thresholding plays 
an important role for thresholding road segment under  
 

 
Fig. 6.  Inverse perspective mapping 

shadow. These two thresholdings compliment each other 
very well to identify the road segment. In hue 
thresholding, reference hue value is computed by 
averaging hue values inside a 40 × 40  window at the 
center lowest part of the image before inverse perspective 
mapping. Based on the camera installation, most pixels 
inside this area are road pixels. 
The pixels which have hue value within ±8  of the 
reference hue value are recognized as road pixels, white 
pixels, otherwise black pixels. For the road pixels under 
shadow, the saturation value is very low. In the 
algorithm, the pixels that have saturation value below 20 
are also recognized as road pixels.   
Because of non-smooth condition of the road, some noises 
deteriorate the road image. ×5 5 median filter is used 
along with closing operation to remove these noises. 
Median filter cannot perfectly eliminate salt and pepper 
noises. Therefore, closing operation helps closing all 
small black blobs inside the road area.  
Canny Edge Detector is applied to identify road edges. 
However, after edge detection, some noises exist in the 
image. In order to suppress these noises, thresholding 
based on the length of feature is applied. Features that are 
shorter than 200 pixels are eliminated. Next, two lines are 
drawn at the 150th and the 180th rows resulting in four 
intersecting points as shown in Fig. 7. In the first road 
image, two intersecting points on each row as center 
pixels 1 1

1 1( , )x y  and 1 1
2 2( , )x y on the 150th and the 180th rows 

respectively. Similarly, 2 2
1 1( , )x y  and 2 2

2 2( , )x y are the center 
 

 
Fig. 7. Road edges after Canny Edge Detector 
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pixels on the 150th and the 180th rows respectively in the 
second road image. Road direction is determined from 

 image

x x
y y

θ − ⎛ ⎞−
= ⎜ ⎟⎜ ⎟−⎝ ⎠

1 2 1

2 1

tan   (3) 

3.2 Global vehicle position estimation 
The pixel 1 1

2 2( , )x y  is the average position of the left and 
right road edges on the 180th row. It is used as the local 
reference of the road center which is basically the 
waypoint for the vehicle to track. The absolute position of 

1 1
2 2( , )x y  can be computed by translating the global current 

position of the vehicle by lateral and longitudinal offset in 
the road coordinate. Therefore, it is necessary to 
accurately estimate the exact current position of the 
vehicle. This initial position is determined by making the 
vehicle stay still and collecting its latitudes and 
longitudes. The histograms of both latitude and longitude 
are plotted. The mode values of the position from the 
histograms representing the current latitude and 
longitude of the vehicle are determined. These positions 
are denoted by _ world

latugv avg and _ world
lonugv avg  along with 

the uncertainties ( ),lat lonδ δ  in the form of standard 
deviations. The more data is received, the more accurate 
position is achieved. 
Since information from all the sensors contain some 
uncertainties, their output readings can be considered as 
fuzzy numbers. Alpha-cut of each fuzzy number is a closed 
interval of real number. Thus, arithmetic operations on 
fuzzy numbers can be determined by applying arithmetic 
operations on the closed interval as followings. 

 [ ] [ ] [ ], , ,a b c d a c b d+ = + +   (4) 

 [ ] [ ] [ ], , ,a b c d a d b c− = − −   (5) 

 [ ] [ ] ( ) ( ), , min , , , ,max , , ,a b c d ac ad bc bd ac ad bc bd× = ⎡ ⎤⎣ ⎦   (6) 

 [ ] [ ], / , min , , , ,max , , ,a a b b a a b ba b c d
c d c d c d c d

⎡ ⎤⎛ ⎞ ⎛ ⎞= ⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
  (7) 

when 0 is not in [ ],c d  
In the algorithm, all the fuzzy numbers are modeled by 
triangular shape centered at the value read from the 
sensor with a base width of two times of the tolerance. 
Fig. 8 shows membership function of the vehicle 
longitude in the world coordinate. 
 

 
Fig. 8. Membership function of vehicle longitude in the 
world coordinate 

 
Fig. 9. Membership function of vehicle latitude in the 
world coordinate 

The alpha-cut of the vehicle longitude can be expressed by 

 ( ) ( )1 _ , _ 1world world
lon lon lon lonugv avg ugv avgδ μ δ μ⎡ ⎤− + − −⎣ ⎦  (8) 

Fig. 9 shows membership function of the vehicle latitude 
in the world coordinate. 
The alpha-cut of the vehicle latitude can be expressed by 

 ( ) ( )1 _ , _ 1world world
lat lat lat latugv avg ugv avgδ μ δ μ⎡ ⎤− + − −⎣ ⎦  (9) 

3.3 Vehicle position in vehicle coordinate and road coordinate 
Since the GPS provides information respect to the world 
coordinate but the camera provides information respect 
to the road coordinate, this two information must be 
converted to the same reference before integration. The 
world coordinate is firstly translated to the vehicle 
coordinate so that the current vehicle position locates at 
the origin point of the vehicle coordinate. Then, the 
vehicle coordinate is rotated using a rotational matrix to 
obtain the road coordinate. Fig. 10 shows these 
coordinate systems. The rotational matrix is characterized 
solely by rotational angle ( )rotationθ . This rotational angle is 
determined from the vehicle heading read from a 
magnetic compass and the road direction determined 
from a road image as shown in Fig. 11.  
The vehicle heading is summed with the road direction 

imageθ  according to equation (10) in order to obtain the 

rotational angle.  

 θ θ θ= +rotation image compass   (10) 

 

 
Fig. 10. World, vehicle, and road coordinates 
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Fig. 11. Vehicle heading and road direction 

 
Fig. 12. Membership function of rotational angle 

To obtain θrotation within the first four quadrants, equation 
(11) is applied 

 
360 when 360

when 360
rotation rotation

rotation
rotation rotation

θ θ
θ

θ θ
− ≥⎧

= ⎨ <⎩
 (11) 

Fig. 12 shows membership function of the rotational 
angle. The alpha-cut of the rotational angle can be 
expressed by 

 ( ) ( )[ ]1 , 1rotation rotationθ θδ μ θ θ δ μ− + − −   (12) 

After defining all fuzzy numbers, the vehicle longitude 
and latitude in the vehicle coordinate are then 
determined. This can be done by translating the world 
coordinate horizontally by _ world

lonugv avg and vertically by 
_ .world

latugv agv  The alpha-cuts of vehicle
lonugv and vehicle

latugv ,  
thus, become 

  ( ) ( )[ ]1 , 1lon lonδ μ δ μ− − −   (13) 

 ( ) ( )[ ]1 , 1lat latδ μ δ μ− − −   (14) 

Let’s denote 

 ( )1 1l lonlon δ μ= −   (15) 

 ( )1 1r lonlon δ μ= − −   (16) 

 ( )1 1l latlat δ μ= −   (17) 

 ( )1 1r latlat δ μ= − −   (18) 

After obtaining the rotational angle, latitude and longitude 
of the current position of the vehicle, the vehicle coordinate 

is converted to the road coordinate by vehicle-to-road 
rotational matrix as shown in equation (19).  

 
cos sin
sin cos

road vehicle
rotation rotationlon lon

road vehicle
rotation rotationlat lat

ugv ugv
ugv ugv

θ θ
θ θ

−⎡ ⎤ ⎡ ⎤⎡ ⎤
=⎢ ⎥ ⎢ ⎥⎢ ⎥
⎣ ⎦⎣ ⎦ ⎣ ⎦

  (19) 

Since the rotational angle is associated with trigonometry 
functions used in the rotational matrix, the extension 
principle which relates a fuzzy set to other mathematical 
functions is applied. The alpha-cuts of cos rotationθ and 
sin rotationθ can be expressed by 

 ( )( ) ( )( )1 1cos 1 ,cos 1θ θδ μ θ θ δ μ⎡ ⎤− + − −⎣ ⎦   (20) 

 ( )( ) ( )( )1 1sin 1 ,sin 1θ θδ μ θ θ δ μ⎡ ⎤− + − −⎣ ⎦   (21) 

Let’s denote 

 ( )( )1 1cos 1c θδ μ θ= − +   (22) 

 ( )( )2 1cos 1c θθ δ μ= − −   (23) 

 ( )( )1 1sin 1s θδ μ θ= − +   (24) 

 ( )( )2 1sin 1s θθ δ μ= − −   (25) 

The next step is to find the current position of the vehicle 
in the road coordinate system. According to equation 
(19), to obtain the alpha-cut of ,road

lonugv  the alpha-cuts of 
cosvehicle

lon rotationugv θ⋅  and sinvehicle
lat rotationugv θ⋅  must be firstly 

determined.  

( ) ( )1 1 1 1 1 1 1 1
1 2 1 2 1 2 1 2min , , , ,max , , ,l l r r l l r rlon c lon c lon c lon c lon c lon c lon c lon c⎡ ⎤⎣ ⎦

 (26) 

( ) ( )1 1 1 1 1 1 1 1
1 2 1 2 1 2 1 2min , , , ,max , , ,l l r r l l r rlat s lat s lat s lat s lat s lat s lat s lat s⎡ ⎤⎣ ⎦ (27) 

Let’s denote 

 ( )min 1 1 1 1
1 2 1 2min , , ,c l l r rlon lon c lon c lon c lon c=  (28) 

 ( )max 1 1 1 1
1 2 1 2max , , ,c l l r rlon lon c lon c lon c lon c=   (29) 

 ( )min 1 1 1 1
1 2 1 2min , , ,s l l r rlat lat s lat s lat s lat s=   (30) 

 ( )max 1 1 1 1
1 2 1 2max , , ,s l l r rlat lat s lat s lat s lat s=   (31) 

By using the property of the closed interval subtraction, 
the alpha-cut of road

lonugv results in 

 min max max min,c s c slon lat lon lat⎡ ⎤− −⎣ ⎦   (32) 

Similarly, the alpha-cut of road
latugv  can be computed in the 

same way. Firstly, alpha-cuts of sinvehicle
lon rotationugv θ⋅  and 

cosvehicle
lat rotationugv θ⋅  are determined. 

 ( ) ( )1 1 1 1 1 1 1 1
1 2 1 2 1 2 1 2min , , , ,max , , ,l l r r l l r rlon s lon s lon s lon s lon s lon s lon s lon s⎡ ⎤⎣ ⎦

 (33) 

( ) ( )1 1 1 1 1 1 1 1
1 2 1 2 1 2 1 2min , , , ,max , , ,l l r r l l r rlat c lat c lat c lat c lat c lat c lat c lat c⎡ ⎤⎣ ⎦  (34) 

rotationθ  rotation θθ δ+  rotation θθ δ−  

Degree of membership ( )μ  

1 

Rotational 
Angle 0 
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Let’s denote 

 ( )min 1 1 1 1
1 2 1 2min , , ,s l l r rlon lon s lon s lon s lon s=   (35) 

 ( )max 1 1 1 1
1 2 1 2max , , ,s l l r rlon lon s lon s lon s lon s=   (36) 

 ( )min 1 1 1 1
1 2 1 2min , , ,c l l r rlat lat c lat c lat c lat c=   (37) 

 ( )max 1 1 1 1
1 2 1 2max , , ,c l l r rlat lat c lat c lat c lat c=   (38) 

Then, by using the property of the closed interval 
addition, the alpha-cut of road

latugv results in 

 min min max max,s c s clon lat lon lat⎡ ⎤+ +⎣ ⎦   (39) 

3.4 Lateral and longitudinal offsets 
From Fig. 13, the global position of the selected pixel 

1 1
2 2( , )x y  can be determined by translating the current local 

position of the vehicle ( , )road road
lon latugv ugv along x-axis by 

lateral offset and y-axis by longitudinal offset in the road 
coordinate. The longitudinal offset is fixed since the 
chosen row on the road image is fixed. It is selected at 2.5 
m in front of the vehicle. On the other hand, the lateral 
offset is selected to be the length between 2x and the 
center column, the 160th column, of the road image. This 
deviation represents the distance from the center of the 
vehicle to the road center in pixel unit. The lateral offset is 
then converted to meter unit similar to the longitudinal 
offset.  
A calibration experiment is conducted to acquire the 
relationship between distance in pixel and distance in 
meter of the road image at 2.5 m in front of the vehicle. 
The camera on the vehicle captures images containing 
different objects at known length in meter. The distances 
are then counted in pixel length. The results are plotted as 
shown in Fig. 14. A straight line is fitted. The maximum 
error of this data is expressed as .pixelδ  The relationship 

between distance in meter and distance in pixel is 
expressed in equation (40). 

 distance in meter = 0.0672 distance in pixel ×  (40) 

As a result, the lateral offset can be calculated by the 
following equation 

 = = × − 1
2lateral offset 0.0672 (160 )md x   (41) 

 
Fig. 13. Lateral and longitudinal offsets 

 
Fig. 14. Relationship between distance in pixel and 
distance in meter 

 
Fig. 15. Membership function of lateral offset 

Fig. 15 shows membership function of the lateral offset. 
The alpha-cut of the lateral offset can be expressed by 

 ( )( ) ( )( )1 , 1pixel m m pixeld dδ μ δ μ⎡ ⎤− + − −⎣ ⎦   (42) 

Let’s denote 

 ( )min
1 1pixel md dδ μ= − +   (43) 

 ( )min
1 1m pixeld d δ μ= − −   (44) 

3.5 Selected pixel position in road coordinate and vehicle 
coordinate 
To obtain the global position of the selected pixel 
( )1, 1,

2 2, ,road roadx y  the following equations are applied.  

 = +1,
2

lateral offset
EW_Scale

road road
lonx ugv   (45) 

 = +1,
2

2.5
NS_Scale

road road
laty ugv   (46) 

where EW_Scale = 106080 m/degree and NS_Scale = 
109369.2 m/degree. These two parameters are used in unit 
conversion of latitude and longitude from degree to 
meter.  
The alpha-cuts of both 1,

2
roadx and 1,

2
roady are 

min max
min max max min1 1,

_ _c s c s
d dlon lat lon lat

EW Scale EW Scale
⎡ ⎤

− + − +⎢ ⎥
⎣ ⎦

 (47) 

min min max max2.5 2.5,
_ _s c s clon lat lon lat

NS Scale NS Scale
⎡ ⎤

+ + + +⎢ ⎥
⎣ ⎦

(48) 
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Let’s denote 

 = − +
min

1,min min max 1
2, _rd c s

d
x lon lat

EW Scale
  (49) 

 = − +
max

1,max max min 1
2, _rd c s

d
x lon lat

EW Scale
 (50) 

 = + +1,min
2, min min

2.5
_

s c
rdy lon lat

NS Scale
  (51) 

 = + +1,max
2, max max

2.5
_

s c
rdy lon lat

NS Scale
  (52) 

3.6 offsetx  and offsety  determination 

Fig. 16 shows offsetx  and offsety  in road coordinate. 
Let’s consider the road coordinate. When the line 
connecting the two waypoints of the first image aligns 
with the North Pole, offsetx  is calculated by 

 sinθ= ⋅
1xoffsetx d   (53) 

where xd  is the distance from the vehicle to the next 
waypoint. θ1  is the angle from the vehicle to the next 
waypoint respect to the North Pole. xd  is computed from 

 ( ) ( )= − + −
2 21, 1,

2 2 2 2d road road road road
x lon x lat y   (54) 

The alpha-cuts of ( )− 1,
2 2
road roadlon x  and ( )− 1,

2 2
road roadlat y  are 

 [ ], max , min

, min , , max ,
,− −1 1

2 2 2 2

road road

rd rd
lon x lon x   (55) 

 [ ], max , min

, min , , max ,
,− −1 1

2 2 2 2

road road

rd rd
lat y lat y   (56) 

Let’s denote 

 ,max
min ,min ,= − 1

2 2
road

rdn lon x   (57) 

 
Fig. 16. offsetx and offsety  

 ,min
max ,max ,= − 1

2 2
road

rdn lon x   (58) 

 ,max
min ,min ,= − 1

2 2
road

rdm lat y   (59) 

 ,min
max ,max ,= − 1

2 2
road

rdm lat y   (60) 

The alpha-cuts of ( )−
21,

2 2
road roadlon x  and ( )−

21,
2 2
road roadlat y  are 

 ( ) ( )⎡ ⎤⋅ ⋅⎣ ⎦
2 2 2 2
min min max max min min max maxmin , , ,max , ,n n n n n n n n   (61) 

 ( ) ( )⎡ ⎤⋅ ⋅⎣ ⎦
2 2 2 2
min min max max min min max maxmin , , ,max , ,m m m m m m m m  (62) 

Let’s denote 

 ( )min min max max
min min , ,= ⋅2 2
2d n n n n   (63) 

 ( )max
min min max maxmax , ,= ⋅2 2

2d n n n n   (64) 

 ( )min
min min max maxmin , ,= ⋅2 2

3d m m m m   (65) 

 ( )max
min min max maxmax , ,= ⋅2 2

3d m m m m   (66) 

The alpha-cut of xd becomes 

 ⎡ ⎤+ +⎢ ⎥⎣ ⎦
min min max max
2 3 2 3,d d d d   (67) 

Let’s denote 

 min min min= +2 3xd d d   (68) 

 max max max= +2 3xd d d   (69) 

The alpha-cut of offsetx  can be expressed by 

( )
( )

min min min max max min max max

min min min max max min max max

min sin , sin , sin , sin ,

max sin , sin , sin , sin

θ θ θ θ

θ θ θ θ

⎡ ⋅ ⋅ ⋅ ⋅⎣
⎤⋅ ⋅ ⋅ ⋅ ⎦

1 1 1 1

1 1 1 1

x x x x

x x x x

d d d d

d d d d
  (70) 

offsety is calculated by the following equation. 

y

offset
y

d

y
d

θ θ θ
θ

θ θ θ
θ

⎧ −
⋅ < < < <⎪

⎪= ⎨
⎪ ⋅ < < < <⎪
⎩

3 2 2
23

3 2 2
23

sin  if 0 90 and 180 270
sin

sin    if 90 180 and 270 360
sin

  (71) 

where dy is the distance from the vehicle to the next 
waypoint in the second image. θ23 is the direction of the 
line connecting the two waypoints respect to the North 
Pole. θ2 is the heading from the vehicle to the next 

waypoint respectively. The alpha-cut of 
sinθ23

yd
 is 

expressed by  

 

min min max max

min max min max

min min max max

min max min max

min , , , ,
sin sin sin sin

max , , ,
sin sin sin sin

θ θ θ θ

θ θ θ θ

⎡ ⎛ ⎞
⎢ ⎜ ⎟⎜ ⎟⎢ ⎝ ⎠⎣

⎤⎛ ⎞
⎥⎜ ⎟⎜ ⎟⎥⎝ ⎠⎦

23 23 23 23

23 23 23 23

y y y y

y y y y

d d d d

d d d d
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Let’s denote 

 
min min max max

min
,sin min max min maxmin , , ,

sin sin sin sinθ θ θ θ

⎛ ⎞
= ⎜ ⎟⎜ ⎟

⎝ ⎠23 23 23 23

y y y y
y

d d d d
d  (73) 

 
min min max max

max
,sin min max min maxmax , , ,

sin sin sin sinθ θ θ θ

⎛ ⎞
= ⎜ ⎟⎜ ⎟

⎝ ⎠23 23 23 23

y y y y
y

d d d d
d   (74) 

Hence, the alpha-cut of offsety  becomes  

 ( )
( )

min min min max max min max max
,sin ,sin ,sin ,sin

min min min max max min max max
,sin ,sin ,sin ,sin

min sin , sin , sin , sin ,

max sin , sin , sin , sin

y y y y

y y y y

d d d d

d d d d

θ θ θ θ

θ θ θ θ

⎡ ⋅ ⋅ ⋅ ⋅⎣
⎤⋅ ⋅ ⋅ ⋅ ⎦

3 3 3 3

3 3 3 3

 (75) 

4. Experimental Result  

4.1 Result on map error correction 
The experiment is conducted on an unmarked road inside 
AIT campus. The image of a course track acquired from 
Google Earth is shown in Fig. 17. The white line drawn in 
the Google Earth map shows the path that the vehicle has 
to follow. There are 12 waypoints in the experiment as 
shown in Table 1. If these waypoints are provided 
directly to the vehicle, the vehicle will run out of the road. 
This problem is resulted from position error of the Google 
Earth map. 
 

 
Fig. 17. Course track 

Waypoint # Latitude Longitude 
1 14.081724 100.610726 
2 14.082292 100.610737 
3 14.082825 100.610746 
4 14.083090 100.610742 
5 14.083274 100.610712 
6 14.083385 100.610699 
7 14.083440 100.610727 
8 14.083482 100.610789 
9 14.083521 100.610903 
10 14.083513 100.611848 
11 14.083478 100.611923 
12 14.083404 100.611959 

Table 1. Latitude and longitude of original map 

Before IPM After IPM 

  

Table 2. Comparison of images before and after IPM 

The camera is equipped at the center of the vehicle and 
1.35 m above the ground on the front windshield. The 
image is resized from 480 640× to 240 320×  in order to 
reduce the processing time. Thus, the 160th column 
represents the center position of the image and the 
vehicle. The images are converted from RGB to gray 
scale. The result of the inverse perspective mapping is 
shown in Table 2. 
After hue and saturation thresholding, the image is 
displayed in black and white pixels as shown in Fig. 18. 
After Canny Edge Detector and length of contour 
thresholding, the small white noises on the right hand 
side in Fig. 18 are eliminated resulting in the image 
shown in Fig. 19. 
Table 3 shows locations of the left and the right edges on 
the 150th and the 180th rows and the center position on 
both rows and also the road direction. 
 

 
Fig. 18. Result of hue and saturation thresholding 
 

 
Fig. 19.  Road edges result 
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 Left edge Right edge Center edge 
150th row 136 172 154 
180th row 134 170 152 

Road direction 3.814 degree 

Table 3. Left, right, and center edges on the 150th and the 
180th rows and road direction 

 

 
Fig. 20. Latitude and longitude for vehicle current 
position estimation 

Fig. 20 shows 200 data of the latitudes and longitudes 
from the GPS. 
The results from the experiment show that the first global 
vehicle position is 

_ 14.08189218 degree 0.141859344 mworld
lat latugv avg δ= =  

_ 100.6106577 degree 0.243895656 mworld
lon lonugv avg δ= =  

And the second global vehicle position is 

world
lat latugv avg δ= =_ 14.08350902 degree 0.211237645 m  

world
lon lonugv avg δ= =_ 100.6111889 degree 0.253438574 m  

Based on these data, membership functions of longitude 
and latitude of the first and the second vehicle position in 
the world coordinate are expressed in Fig. 21 and Fig. 22 
respectively. 
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Fig. 21. Membership functions of longitude and latitude 
of the first vehicle position in the world coordinate 
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Fig. 22. Membership functions of longitude and latitude 
of the second vehicle position in the world coordinate 

The initial heading read from the magnetic compass is 
358.2 .o  On the other hand, imageθ is 3.814 .o  Thus, the 
rotational angle is 2.014 .o  The result of rotational angle 
membership function is shown in Fig. 23. 
By using the extension principle, cos rotationθ and sin rotationθ  
can be expressed in terms of fuzzy numbers as well. The 
results of cosine and sine membership functions are 
shown in Fig. 24. 
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Fig. 23. Membership function of rotational angle 
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Fig. 24. Membership functions of cosine and sine 
functions 
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Fig. 25. Membership functions of cosine and sine 
functions when rotational angle is 2.014o and its 
uncertainty is 5o. 
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Fig. 26.  Membership functions of roadx1,

2 and roady1,
2  

In fact, the shapes of membership functions of cos rotationθ  
and sin rotationθ are not triangle. The membership functions 
are the results from very small angular uncertainty, 
around 0.1o. Thus, cosine and sine functions are taken 
only on small interval of rotational angle. However, if the 
uncertainty is larger, the membership functions will 
deviate from triangular shape. Fig. 25 illustrates the 
membership functions of cos rotationθ and sin rotationθ when 
rotational angle is 2.014o with uncertainty of 5o. 
After obtaining the position of the vehicle in the road 
coordinate, the membership functions of roadx1,

2  and roady1,
2  

are determined. The results are shown in Fig. 26. 
Fig. 27 shows the membership functions of road roadx y2, 2 ,

2 2( , )  
which is the longitude and latitude of the second global 
vehicle position in the road coordinate system. 
The membership functions of offsetx and offsety are shown in 

Fig. 28. 
According to Fig. 28, offsetx and offsety  have the highest 

degree of membership at 

offsetx = −6.978 m  

offsety = -1.414 m  
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Fig. 27. Membership functions of roadx2,

2 and roady2,
2  
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Fig. 28. Membership functions of offsetx and offsety  
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Fig. 29. New waypoints versus old waypoints 

By using these offsetx  and offsety ,  the new waypoints are 
generated. The result is shown in Fig. 29. The light color 
line is the original waypoints. The dark color line is the 
new map which is shifted horizontally to the left by 6.978 
m and vertically downward by 1.414 m. 

4.2 Result on vehicle control 
After correcting the waypoints, they are provided to the 
vehicle control system. This control system is designed 
based on fuzzy logic controller with two inputs and one 
output. The first input is the lateral offset from the vehicle 
to the line connecting the previous and next waypoint. 
The other input is the heading error which is the angle 
difference between the vehicle heading direction and the 
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direction from the previous waypoint to the next 
waypoint. The output is the steering angle. All 
membership functions of the inputs and the output are 
modeled as triangular shape as shown in Fig. 30 (a), (b), 
and (c). Fuzzy inference rules are designed and shown in 
table 4.  
Fig. 31 shows the result of vehicle latitudes and 
longitudes during autonomous running along with the 
original and the corrected waypoints. The result shows 
that the AIT intelligent vehicle successfully tracked the 
road center. 
 

 
                    (a)                                              (b)                                                       

 
                                               (c) 

Fig. 30. Membership functions of the heading error input 
(a), lateral offset input (b), and the steering angle output (c) 
 

Heading error 

 LN N 0 P LP 
LN FR FR MR 0 ML 
N FR MR SR SL ML 
0 MR SR 0 SL ML 
P MR SR SL ML FL 

Lateral 
offset 

LP MR 0 ML FL FL 

Table 4. Fuzzy inference rules 
Where  
LN = large negative LP = large positive 
N = negative  P = positive 
SL = small left  SR = small right 
ML = medium left  MR = medium right 
FL = fully left  FR = fully right 
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Fig. 31. The actual positions of the vehicle compared to 
the old and new waypoints. 

5. Conclusion 

This paper described an algorithm used to correct 
inaccuracy of the available maps such as Google Earth. 
The proposed algorithm corrected and compensated the 
error by using fuzzy based sensor fusion concept. Three 
sensor devices, a GPS, a magnetic compass and a camera, 
were integrated in order to determine the offset that the 
original waypoints were away from the road center in 
both horizontal and vertical directions. Furthermore, all 
arithmetic operations were conducted based on the 
alpha-cut closed interval arithmetic so that the 
uncertainties of the sensors were also taken into account. 
After knowing the horizontal and vertical offsets, the 
initial path was shifted accordingly. This algorithm 
performed very well in the experiment. The proposed 
algorithm was very easy to implement, low cost and less 
time consuming compared to other commonly used 
methods such as driving and collecting waypoints or 
assuming that all the given waypoints were accurate. 

6. Acknowledgement 

This research project is financially supported by National 
Electronics and Computer Technology Center (NECTEC). 

7. References  

Blackmore, L.; Hui, L. & Williams, B. (2006). A 
probabilistic approach to optimal robust path 
planning with obstacles, Proceeding of the 2006 
American Control Conference, pp. 2831 – 2837, 
Minneapolis, Minnesota, USA, June 2006 

Bertozzi, M.; Broggi, A. & Fascioli, A. (1998). Stereo 
inverse perspective mapping; theory and applications, 
Image and Vision Computing. Vol. 16, pp. 585 – 590 

Chausse, F.; Laneurit, J.  &  Chapuis, R. (2005). Vehicle 
localization on a digital map using particles filtering, 
Proceeding of the 2005 IEEE Intelligent Vehicles 
Symposium, pp. 243 – 248, Las Vegas, USA, June 2005 

Chiang, H.H.; Ma, L.S.; Perng, J.W.; Wu, B.F. & Lee, T.T. 
(2006). Longitudinal and Lateral Fuzzy Control 
Systems Design for Intelligent Vehicles, Proceeding of  
the 2006 IEEE International Conference on 
Networking, Sensing and Control, pp. 544 – 549, 
Florida, USA, Apr. 2006 

Fang, H.; Yang, M. & Yang, R.  (2007). Ground Texture 
Matching based Global Localization for Intelligent 
Vehicles in Urban Environment. Proceedings of the 
2007 IEEE Intelligent Vehicles Symposium, pp. 105 – 
110, Istanbul, Turkey, June 2007 

Garcia-Garrido, M.A.; Sotelo, M.A. & Martin-Gorostiza, 
E. (2006). Fast traffic sign detection and recognition 
under changing lighting conditions, Proceeding of the 
2006 IEEE Intelligent Transportation Systems, pp. 811 
– 816, Toronto, Canada, Sept 2006 

Huang, J.; Kong, B.; Li, B. & Zheng, F. (2007). A New 
Method of Unstructured Road Detection Based on 
HSV Color Space and Road Features, Proceeding of 



International Journal of Advanced Robotic Systems, Vol. 5, No. 4 (2008) 

 
326 

the 2007 International Conference on Information 
Acquisition, pp. 596 – 601, Jeju City, Korea, July 2007 

Hummel, B.; Kammel, S.; Dang, T.; Duchow, C. & Stiller, 
C. (2006). Vision-based path-planning in unstructured 
environments, Proceeding of the 2006 IEEE Intelligent 
Vehicles Symposium, pp. 176 – 181, Tokyo, Japan, 
June 2006 

Kumarawadu, S.  & Lee, T.T. (2006). Neuroadaptive 
Combined Lateral and Longitudinal Control of 
Highway Vehicles Using RBF Networks, IEEE 
Transactions on Intelligent Transportation Systems, 
pp. 500 – 512, Vol. 7, No. 4, Dec 2006 

Naranjo, J.E.; Gonzalez, C.; Garcia, R.; Pedro, T.E.; 
Revuelto, J. & Reviejo, J. (2004). Fuzzy Logic Based 
Lateral Control for GPS Map Tracking, Proceeding of 
IEEE Intelligent Vehicle Symposium, pp. 397 – 400, 
Parma, Italy, June 2004  

Premebida, C.; Monteiro, G.; Nunes, U. & Peixoto, P. 
(2007). A Lidar and Vision-based Approach for 
Pedestrian and Vehicle Detection and Tracking, 
Proceeding of the 2007 IEEE Intelligent Transportation 
Systems Conference, pp. 1044 – 1049, Washington, 
USA, Sept – Oct 2007 

Wu, B.F.; Lee, T.T.; Chang, H.H.; Jiang, J.J.; Lien, C.N.; 
Liao, T.Y. & Perng, J.W. (2007). GPS navigation based 
autonomous driving system design for intelligent 
vehicles, Proceeding of the 2007 IEEE International 
Conference on Systems, Man and Cybernetics, pp. 
3294 – 3299, Quebec, Canada, Oct 2007 

Yamaguchi, K.; Kato, T. & Ninomiya, Y. (2006). Moving 
Obstacle Detection using Monocular Vision, 
Proceeding of the 2006 IEEE Intelligent Vehicles 
Symposium, pp. 288 – 293, Tokyo, Japan, June 2006 

 
 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


