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SUMMARY

The Air Holding Problem Module is proposed as a decision support system to help air traffic controllers in
their daily air traffic flow management. This system is developed using an Atrtificial Intelligence technique
known as multiagent systems to organize and optimize the solutions for controllers to handle traffic flow in
Brazilian airspace. In this research, the air holding problem is modeled with reinforcement learning, and a
solution is proposed and applied in two case studies of the Brazilian airspace. The system can suggest more
precise and realistic actions based upon past situations and knowledge of the professionals and forecast the
impact of restrictive measures at the local and/or overall level. The first case study shows performance im-
provements in traffic flows between 8 and 47% at the local level up to 49% at the overall level. In the second
case study, performance improvements were between 15 and 57% at the local level and between 41 and
48% at the overall level. Copyright © 2014 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Air traffic flow management (ATFM) is a complex activity that is affected by many factors, including
air traffic safety. One of the main issues in ATFM is the air holding problem (AHP) that occurs when
aircraft are subject to restrictive flow control measures. These actions are taken while in flight, nor-
mally by circling in certain air regions or reducing aircraft velocity. This could be because of an airport
closure, reorganization of air traffic or congestion in airspace sectors.

These activities are carried out by air traffic controllers, who are responsible for assessing the air
traffic situation, analyzing possible risks, estimating the impact of possible restrictive measures and ap-
plying the measures that are deemed the best. Regardless of professional experience, performing these
tasks in a small time interval without support from a specialized tool increases the risk of human errors
and reduces the system’s level of safety.

Intelligent systems can aid the air traffic controller in decision-making. These systems are able to
analyze vast amounts of information, suggest possible actions and estimate their impact by forecasting
traffic levels. This support allows the air traffic controller to assess the current air traffic situation; an-
alyze possible restrictive measures that can be applied and suggested by the system; verify if the im-
pact, which could be at the local and/or the overall level, for the chosen action is acceptable; and
make the best suggestions of restrictive measures.
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The system is also capable of learning from the decisions that have historically been taken by the air
traffic controller, suggesting solutions that closely resemble those of the professional. The ability to
learn from every air traffic controller is a very important feature because it makes the learning process
and knowledge propagation faster and more in-depth.

The human capability to handle complex problems of this range is relatively limited. In critical
situations, it is difficult to take actions without the support of a computer tool. The use of these tools
is now more important than ever in assisting air traffic controllers in their decision-making, so they can
perform their activities in a safe manner.

This paper presents a model that attempts to resolve the AHP in the ATFM environment in Brazil.
The proposed solution was applied in two case studies in the Brazilian airspace. The first one is
comprised of two flight information regions (FIRs): Brasilia (FIR-BS) and Curitiba (FIR-CW). The
second case study is comprised of FIR-BS and the Recife FIR (FIR-RE). A FIR is a subsection of
the airspace that is the basic unit of air traffic management (ATM) and control.

The proposed Air Holding Problem Module (AHPM) uses multiagent systems and reinforcement
learning (RL) by applying the Q-learning algorithm for the learning process [1]. AHPM is developed
with the capability to suggest more precise and realistic actions based both on past experience and on
human specialist knowledge and forecast the impact of restrictive measures on the local and/or overall
level, thus increasing air safety.

This paper is organized as follows. Section 2 presents a literature review on the leading ATM
problems and the approaches used for their resolutions. In Section 3, several air traffic management
concepts related to this research are presented. Section 4 presents the methodology used to solve the
AHP. Section 5 presents the proposed solution called the AHPM. Section 6 presents the case studies
and their results, and Section 7 contains the final considerations.

2. LITERATURE REVIEW

Air traffic flow management problems arise from non-adherence to flight schedules, resulting in the
possibility of congestion and inefficient use of airspace capacity [2—4]. Non-adherence to the flight
schedule can be caused by delays in airport operations and a number of meteorological conditions.

Restrictive measures based on flight plans and empirical analysis by air traffic controllers do not take
into account the actions’ impact may have on neighboring sectors and/or FIRs [5]. For this reason, it is
not possible to perform a more accurate and in-depth estimation of the impacts that will occur before
the air traffic controller can act. In some situations, problems may even be seriously aggravated,
whereby the attempt to solve the original problem generates other, perhaps greater, problems.

According to Crespo et al. [6], FIR-BS, which is responsible for the central piece of the Brazilian
airspace, manages approximately 50% of the air traffic volume in the country. The scale of the impact
that failure to take into consideration all necessary factors could bring about is thus obvious.

Air traffic management is a complex activity. To effectively find a solution, the main problem can be
divided into ground holding problem (GHP) and AHP [7, 8]. It is still possible to further divide it into
subproblems: distance between airplanes en route, ground delay and route redefinition [9].

The concept used by Agogino and Tumer [9] in addressing the solution of problems related to air hold-
ing, through the application of restrictive measures by varying the distance between airplanes en route,
can be used in some simple scenarios. However, in more critical situations involving congested or satu-
rated sectors, the results have not shown to be satisfactory [6]. Because each sector is assigned one air traf-
fic controller, its capacity is determined by the number of aircraft where a controller can handle safely and
effectively. In Brazil, a sector is considered congested when it contains more than 11 aircraft and is con-
sidered saturated with more than 13 aircraft. Sectors are defined, in more detail, in Section 3.

Applying these measures will only delay congestion in the sectors or only reduce it in that partic-
ular moment, because the impact of the measure in a particular moment is not taken into account.
When applied, it is possible to organize the line of aircraft en route in every sector, but this does
not guarantee, for example, that increasing the distance between the aircraft will reduce congestion
in a certain sector without impacting other sectors, thus acting without any control. This impact can
be controlled when actions are taken to reduce saturated sectors or congested ones that are likely to
become saturated.

Copyright © 2014 John Wiley & Sons, Ltd. J. Adv. Transp. 2015; 49:616-633
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2.1. Decision support systems

Decision support systems (DSSs) are defined as systems that support the decision-making process
providing relevant information, suggestions and forecasts, based on actual information, to provide
an estimate of the future situation, allowing certain actions to be taken in the present.

The automation processes must be carefully chosen, such as activity control, fault control and
analysis, research and planning. DSS allows us to use data and models related to a domain of interest
to resolve semistructured and unstructured problems [10, 11, 21-23].

According to Agogino and Tumer [9], it is essential that air transportation support systems be
designed to offer means for automated and flexible management to meet the inherent needs of this kind
of management.

One of the issues of ATM systems is the lack of explanation about the reason for a certain
suggestion to the air traffic controller for decision-making. The reasons for some suggestions are not
sufficiently clear to be accepted by the air traffic controller, as a result of the high complexity involved
in the analysis of scenarios and the evaluation of these possible suggestions.

Among the concepts presented in the literature [5, 6, 11, 12, 17, 19, 20], DSSs can be classified into
four groups by their way of operation:

* No autonomy: The system presents information and the human specialist must decide what is useful
for every situation;

* Total autonomy: The system, which holds previous knowledge, analyzes every situation and makes
the decisions;

* Semiautomatic (more automatic): The system holds intelligence to evaluate several situations,
makes the decision in most situations; however, in some situations, it will require the human
specialist to take the decision;

» Semiautomatic (more human): The system holds enough intelligence to analyze situations and
present solutions to the specialist, who will ultimately decide what needs to be done.

In this research, the fourth concept—semiautomatic (more human)—is used. The system analyzes
the situation and makes suggestions on actions to be taken by the human specialist, that is, decision-
making is up to the air traffic controller. This choice is because of airspace safety concerns, so the
air traffic controller will have the information generated by the system at his disposal while having
total autonomy to choose between implementing the suggestion presented by the system or a new
action based on his/her experience.

2.2. Multiagent systems concept

Multiagent systems consist of agents who interact in an organized fashion to obtain a certain objective.
This kind of system is used with highly complex problems so that autonomous agents can find a
solution by dividing the original problem amongst several interacting agents who have to meet their
objectives. These distributed objectives are part of the main objective for success of the system.

There may be one or more agents interacting in a given environment. In some cases, agents can act
on their own while in others, they can communicate with others. In more sophisticated systems, it may
be necessary to add an agent whose sole purpose is to manage the other agents in the environment.

The work of Agogino and Tumer [9] used a multiagent system architecture with the Future ATM
Concepts Evaluation Tool (FACET), to improve the results [8]. FACET is an ATM tool based on
the US airspace. It is actually being used by the Federal Aviation Administration and the National
Aeronautics and Space Administration. The authors identified three items to be studied and obtain
the necessary improvements:

* The impact of actions of two new agents: the delay of aircraft on the ground and the redefinition of
routes and distance between aircraft;

e The impact of coupling between the agents’ actions;

* The benefits of providing rewards for the agents using previously calculated evaluation functions.

Figure 1 presents the interaction between agents to take restrictive measures in order to prevent

congestion in a sector.
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Figure 1. Aircraft receiving restrictive measures (adapted from Agogino and Tumer [9]).
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It is possible to verify how a multiagent model can solve some specific problems of air traffic flow.
In this model, there are six agents that communicate among them to avoid one sector with possible
congestion. Thus, when the aircraft are input in the model, it analyzed possible risk situations and
issues that need to be solved. In this case, two agents will suggest the reroute for some aircraft and
reduce the possible congestion.

Various interacting agents can be identified: ATFM; airport terminal management and the integrated
management of the FIRs and others [13]. Thus, the notion of identifying and organizing agents in this
structure and making them interact to achieve the best results has become the main focus of research in
the field.

2.3. The reinforcement learning concept

Reinforcement learning (RL) is the process in which an agent, without previous knowledge and in a
predetermined number of interactions, interacts with the environment to achieve its objectives and,
in doing so, is rewarded for its actions and objectives achieved.

All the decisions taken by the agent take into account the history of actions previously executed to
achieve an optimal result. One of the fundamentals of RL is that the reward for every action is such that
the agent is stimulated if great results are achieved and discouraged if the results would be worse than
previously obtained. In this way, the agent can always look for the best action to be taken based on past
actions, while trying to improve its results.

According to Agogino and Tumer [11], the use of agents can improve the performance of a system
that supports decision-making for the air traffic controller up to 20%—the proportion of air traffic con-
trollers who accept the suggestions made by the system. According to Souza et al. [5], the restrictive
measures taken are not stored in a proper way to utilize the best practices, in order to support decision-
making in similar situations.

A relevant contribution of the studies that adopts this concept in the recommendations based on
analysis of previous decisions taken, making it possible the system to learn with air traffic controllers
on a daily basis [6, 11, 16].

3. AIR TRAFFIC MANAGEMENT

Air traffic management (ATM) focuses on providing means to manage air traffic, taking to account
factors such as safety, fairness, weather and financial factors [11]. ATM is necessary to monitor
airspace, controlling the flow of aircraft in predefined airways, and it can be managed in an integrated
way, thus obtaining greater effectiveness with made decisions.

ATM can be divided in three groups: airspace management, whose goal is to improve airspace to
meet the demand without physical expansion of the system; air traffic control, which focuses on
controlling the aircraft traffic, providing the mandatory information to maintain flight safety; and
ATFM, which focuses on providing information for the environment, so aircraft flow can be safely
maintained and the impact of unforeseen situations at other levels be minimized. ATFM at the tactical
level is the main focus of this study.

ATFM can be further divided in three phases:

e Strategic level: the strategic planning for flights including the time from 48 to 2 h before the flight;

Copyright © 2014 John Wiley & Sons, Ltd. J. Adv. Transp. 2015; 49:616-633
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* Pretactical level: tactical decision-making, including the time from 48 to 2h before the flight; and
* Tactical level: tactical decision-making, including the time 2h before the flight until it reaches
its destination.

3.1. The air holding problem

The AHP occurs in ATFM when aircraft are placed on hold while in flight. The reason could be the
closing of an airport—for example, in the case of adverse weather conditions or terrorist actions—or
because of excessive traffic in a certain airspace sector.

When an action is chosen for a subscenario, the result of this action can improve one
subscenario and make others worse, in such a way that the overall scenario can turn into a
high-risk problem for the safety of all involved. Some studies that seek to resolve this problem
focus only on the moment of arrival of the aircraft and the necessary actions to reduce the
impact, while others focus on the interaction of intelligent agents acting in certain areas with
the human being [11, 15, 18].

3.2. ATFM in Brazil

The Brazilian airspace is comprised of the airspace above its territory, in addition to an area over the At-
lantic Ocean. Figure 2 illustrates the Brazilian airspace, divided into five FIRs: FIR-Amazdnica (SBAZ);
FIR-Recife (SBRE); FIR-Brasilia (SBBS); FIR-Curitiba (SBCW) and FIR-Atlantico (SBAO).

The FIRs are divided into control sectors for better flow management and greater control. Currently,
there are 46 control sectors: 14 in SBAZ, 8 in SBRE, 12 in SBBS, 10 in SBCW and 2 in SBAO.

The sectors are under supervision of the air traffic controllers stationed at the area control center.
Each FIR is under the responsibility of an area control center, which is responsible for delivering
area control services, providing information and supervising aircraft both en route and in the act
of landing or takeoff. Each sector is assigned one and only one air traffic controller; however, during
low-demand times, one air traffic controller may be assigned two or more sectors. This organiza-
tional structure makes it possible to maintain minimum separation between aircraft, as well as keep
the air traffic flow in an organized way in its respective airspace. The number of aircraft in a sector
has a direct influence on the management complexity, that is, the more aircraft in a certain sector, the
greater the safety risks in the ATM [6].

SBAO-01

Figure 2. Brazilian airspace.
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4. METHODOLOGY

The focus of the study is on the concept of critical scenarios, that is, when more aircraft are flying and
more sectors are saturated or congested. These scenarios are currently of special interest to Brazil be-
cause the country is preparing to host two large international sports events during which air traffic vol-
umes are forecast to increase dramatically. For this reason, dates, times and airports with high air traffic
volumes were chosen for this study.

4.1. Evaluation scenarios

The case study was performed in the Brazilian airspace, involving three of its FIRs: FIR-BS, FIR-RE
and FIR-CW. FIR-BS was chosen for being the most important and complex of the Brazilian airspace,
including the busiest airports, and handling the highest volumes of air traffic. FIR-CW and FIR-RE
were chosen because they comprise several regions of the country, making the case study more com-
plete. Apart from that, FIR-RE has a considerable amount of over flights, allowing analysis of flights
with no arrival or departure in the current FIR but with effect on actions to be taken. Figures 3 and 4
show the airspace used in the first and second case studies, respectively.

FIR-BS is divided into 12 sectors as presented in Figures 3 and 4. Among the airports in this FIR,
seven were chosen: Brasilia, Sdo Paulo/Congonhas, Sao Paulo/Guarulhos, Campinas/Viracopos, Belo
Horizonte/Confins, Rio de Janeiro/Santos Dumont and Rio de Janeiro/Galedo. FIR-CW is divided into
10 sectors as shown in Figure 3. Among the available airports, four were chosen: Curitiba,
Floriandpolis, Campo Grande and Porto Alegre. FIR-RE is divided into eight sectors as shown in
Figure 4. Among the airports present in this region, six were chosen: Recife, Salvador, Fortaleza,
Natal, Teresina and Maceio.

In the proposed model, the concept of analysis of adjacent sectors is used, even if these sectors are in
a FIR outside of the experiment. This modeling strategy is of great importance because it prevents

sBBS-07

sBBS-06

SBCW-05

SBCW-02

SBCW-01

Figure 3. FIR-BS and FIR-CW airspace.

SBRE-01
SBRE-02

SBRE-08
SBRE-03

SBBS-07 SBRE-07 SBRE.o4
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Figure 4. FIR-BS and FIR-RE airspace.
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actions taken to resolve problems in a certain sector from resulting in severe traffic issues in an adja-
cent sector. For this reason, in each case study, all sectors from FIRs that were not part of the study but
were adjacent to a FIR that was part of the study were also included. In the first case study, that meant
including 23 sectors from FIR-AZ, FIR-RE and FIR-AO. In the second case study, 22 sectors were
added from FIR-AZ, FIR-CW and FIR-AO.

Both case studies were carried out using flight schedules for October 7, 2011 and November 11,
2014. These days were chosen because they were right before national holidays, resulting in scenarios
with higher air traffic volumes. The period between 17:00 and 18:59 was selected. This period was
divided into four intervals of 30 min each to evaluate every scenario in a reasonable time.

4.2. Agent configuration

To perform the two experiments, an agent structure using FIR agents and a central agent was
implemented. Both agent types are described in the succeeding texts.

Each FIR will have one agent that is responsible for providing suggestions on air traffic controller
actions. Thus, the first experiment will have two FIR agents: FIR-BS agent and FIR-CW agent; in
the second experiment, the agents will be FIR-BS and FIR-RE.

In the AHPM model, a central agent is responsible for the main control of the system. This agent
will receive the suggestions for action from each FIR and evaluate which is the best for the overall
system. After it has identified the best actions to be taken for every FIR, the central agent will verify
if there are similar scenarios in the past and what actions were taken by the air traffic controller,
including their results. This process is explained in detail in Section 5.

The FIR agent checks the current state of its FIR and, based on learning, looks for matching or
similar scenarios that have occurred in the past and been registered with the central agent. The state
of the FIR indicates if the air traffic is normal, congested or saturated. If better results are found, the
agents will suggest the associated actions to the air traffic controller. If past actions cannot be found,
the agent will determine the best actions to be taken based on the forecast of the new state of the
FIR resulting from each possible action and present the best three to the central agent.

In case there were results that obtained an improvement in air traffic, the past actions will be
presented as suggestions to the air traffic controller. If they are not present or achieve worse results,
the first three suggestions from every FIR will be analyzed. The number of suggestions was chosen
so that it can improve the agent’s learning with time. The agent will then analyze all suggestions
received from all FIR agents and select the one that has the best effect on the overall system.

Because the goal of the study is the ATFM decision-making process while aircraft are en route, the
following restrictive measures will be considered in the two experiments:

 Delay aircraft en route;
* Forward aircraft en route.

The scheduled time for an aircraft to leave or arrive at a sector can be delayed or forwarded by
adjusting the aircraft’s speed.

5. AIR HOLDING PROBLEM MODEL

The proposed model, called AHPM [14], was developed using multiagent systems and RL. The model
is comprised of four integrated submodules as illustrated in Figure 5:

* Information Collection Module (ICM). ICM is responsible for storing information generated by the
air traffic controllers. Comprising the historical database, it is stored in Flight Information database.
The historical information is composed of the flight plans and its deviations, such as applied
restrictive measurements, weather conditions, etc.

* Reinforcement Learning Module (RLM). RLM is responsible for system learning in two steps: (a) to
receive information from the ICM and (b) to calculate the values for actions and states in every
scenario by a given certain time instance and to use the knowledge obtained by the agent to achieve
optimum results. These results will be calculated by evaluation functions defined by the Q-learning
algorithm and stored in the learning database to provide the necessary information in an oncoming
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Figure 5. Air holding problem model—AHPM.

execution. This database contains applied restrictive measurements, a rule structure that makes it
possible to work in a real-time environment, that is, current situation, and achieved results.

e Scenario Forecast Module, responsible for evaluating the scenario at a time instance 7,1, to show
air traffic controller what could happen in case a suggested action is accepted and taken. Scenarios
will be forecast for both the local and overall levels.

 Decision Support Module, responsible for integrating all tasks in an online manner. The module will
present all possible actions to be taken and all the resulting actions after the execution of a certain
action, including the impact on other levels in a certain time instance. The impact of an action taken
at one level in a certain time instance on other local and/or overall levels is estimated by this module.

5.1. Communication between agents

Agent learning is the process by which the agent, through time, will learn to suggest the best actions
based on results achieved in the past. The proposed model is comprised of two agent categories:

e FIR agent: will perform the analysis necessary to choose the best actions for each FIR;
e Central agent: will analyze the suggestions made by the FIR agents and select the ones that will
produce the best results at the overall level.

Figure 6 shows the communication mechanism between the agents of the proposed model.

The modules in Figure 5 are software components of AHPM, that is, a general structure to improve
the utilization. The agents are parts of this software that are included inside of RLM. This module is
responsible for the intelligence such as learning and communication of the AHPM, refer to Figure 6.

5.2. Evaluation functions

In reinforcement learning, the agent is rewarded according to the results achieved. That reward is
defined by an evaluation function, which assesses the relative benefit of the action suggested by the
agent compared with others that are registered with the system. Each agent has its own evaluation
function, as described in the succeeding texts.

X

Flight Controller
[}

Central
Agent

() ()
) FIR Agent FIR Agent :

Radar v Radar

Figure 6. Agent communication mechanism.
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5.2.1. FIR agent evaluation function
The evaluation function is defined as follows:

Frr(s) = Xs | 3 (a>p €5) (1)
Crr(s) = Xa | 3 (a>p: s €95) 2)
Epr(s) = X {Frr(s) * Crr(s) } (3)

where

* Frr(s) is the sum of the congested sectors adjacent to sector s a is the number of aircraft in sector s,
and £ is the maximum number of aircraft in a sector over which the sector is considered congested,
in Brazil, f=11,

e Cgr(s) is the sum of aircraft in the congested sectors adjacent (S) to sector s;

¢ Epr(s) is the evaluation function for the state of the FIR.

Frr(s) will be calculated for each sector as illustrated in Figure 3. For example, Frr(SBCW14) will
check its adjacent sectors (SBCW-13, SBCW-03, SBCW-04, SBBS-01, SBBS-10, SBBS-11, SBBS-12),
and Cgr(s) will sum aircraft in these sectors when it is congested. In other words, Egr(s) will identify
the state of FIR, that is, how congested FIR is.

The index of air traffic level was defined as the result of evaluation functions (FIR and central) and
represents the level of total congestion in the system. The higher the index of air traffic level, the more
aircraft are present in the Brazilian airspace.

5.2.2. Central agent evaluation function

The central agent evaluation function is to determine the collection of actions that have the minimum
impact on the future overall level, based on the actions suggested by the FIR agent. The evaluation
function is defined as follows:

Geenrat(FIR) = ¥ FIR | 3 (s € FIR;a > fies) )
Peenrat(s) =2, s | 3 (a>p € ) 5)
Dcentral = 2, @ (6)

Hcentrat = Geentral*Pcentra *Dcentral (N

where

* Geenral(FIR) is the sum of the FIRs that have at least one congested sector. a is the number of
aircraft in sector s, and f the limit of aircraft for a non-congested sector, which is defined as 11
in Brazil.

* Pcental(S) is the sum of the congested sectors on the overall level, that is, all the sectors from the
FIRs that were analyzed by the Egr(s) function. « is the number of aircraft in sector s, and f the limit
of aircraft for a non-congested sector.

* Dcengar 15 the sum of the aircraft on the overall level, including all the necessary sectors for
every FIR.

* Hcenwar 18 the evaluation function for the state of the overall level.
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6. CASE STUDY

As explained in Section 4, because the object of the study is the ATFM decision-making process while
aircraft are en route, the following restrictive measures will be considered in the two experiments:

¢ Delay aircraft en route; or
* Forward aircraft en route.

Each experiment will be presented in three phases:

e Initial state (IS);
» Future state T;: the resulting state after the actions taken by the air traffic controllers;
 Future state T,: the estimated state after the actions suggested by the AHPM.

For every phase, the following steps will be taken:

e Evaluate the state for every sector;
» Evaluate the state for every FIR; and
* Evaluate the state at the overall level.

6.1. Traditional approach

The two case studies will be presented in two stages: the first one with the traditional approach carried
out by the air traffic controller and the second with the approach proposed in this study.

6.1.1. FIR-BS, FIR-CW and overall level

Figure 7 presents the IS and the future period T, which comprises three consecutive time intervals in
FIR-BS, FIR-CW and the overall environment. It can be observed that there was improvement in time,
but all states were congested. The index of the air traffic level, which represents the current state, de-
termines how congested and/or saturated a specific scenario is, indicating where restrictive measures
are needed.

In the FIR-BS, the air traffic level index was 463 in the IS and was reduced to 84 in the last period
analyzed. However, all the states were congested during the analysis. The air traffic level index is the
result of the evaluation functions (FIR and central), illustrating how congested the sectors are in a cer-
tain time interval. The closer the air traffic level index is to zero, the less traffic there is in one FIR or in
the whole Brazilian airspace.

In the overall level, including FIR-BS and FIR-CW, it is clear that there was improvement in time;
however, in the last interval, the state suffered a considerable increase in congestion. The air traffic
level in the initial interval was 4260, which was reduced in the two following intervals to 1316 and
1280 respectively, but in the fourth interval, there was an increase to 2088 as a result of the increase
in congested sectors. The closer the results of the evaluation are to zero, the better the conditions of
air traffic environment, thus tending to no congestion if the index drops to zero.

4500 4260

= AHPM (FA-BS)
4000 = AHPM (FA-CW)
3500 m Overall Environment
3000
2500 2088

2000
1500
1000

500

Index of Air Traffic Level

1280
113 84L84 48

17:00-17:29  17:30-17:59  18:00-18:29  18:30-18:59

Figure 7. Initial state and future period T, in FIR-BS, FIR-CW and the overall environment.
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Figure 8 presents the evolution from the IS to the future period T,, following the recommendations
of the FIR agent in FIR-BS, FIR-CW and the overall environment. It can be seen that there was
improvement in the second interval of FIR-BS when the index was reduced from 463 to 0, resulting
in no congestion and a gradual increase in the next intervals. In the FIR-CW, it is clear that there
was a gradual improvement, reaching no congestion in the third interval when the index reached zero.

In the future period T, at the overall level following the recommendations of the FIR agent, consid-
ering FIR-BS and FIR-CW, that is, following the best actions for each FIR, it is clear that there was
improvement in time; however, in the last interval, the state suffered a considerable increase in
congestion as a result of the increase in congested sectors.

In the two experiments, the central agent will evaluate the three best suggestions from every FIR and
choose which will yield the best group of restrictive measures to be applied in every FIR against the
verification and projection of scenarios.

6.1.2. FIR-BS, FIR-RE and the overall environment

Figure 9 presents the development the IS and of the future period T, which is composed of three
consecutive time intervals in FIR-BS, FIR-RE and the overall environment. It can be observed that
there was improvement in time. The air traffic level index, which evaluates the current state, was
463 in the IS and was reduced to 84 in the last analyzed period. All the states were nevertheless
congested during the analysis. In the overall environment, taking into account FIR-BS and FIR-RE,
it can be seen that there was improvement in time; yet, all sectors were congested.

The presentation of the results of the AHPM approach was divided into two parts. In the first
part, the FIR agent chooses the best action for the FIR for which it is responsible. In the second
part, the central agent receives the three best actions for every FIR and chooses the best action
for the overall environment.
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% 1500 1408
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Figure 8. Initial state and future period T, in FIR-BS, FIR-CW and the overall environment—AHPM approach (FA).
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Figure 9. Initial state and future period T, in FIR-BS, FIR-RE and the overall environment.
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Figure 10 presents the evolution of the IS and of the future period T,, using the AHPM approach and the FIR
agent in FIR-BS, FIR-RE and the overall environment. In the FIR-BS, it can be observed that there was
improvement in the second interval when the index dropped from 463 to 0, eliminating congestion, followed
by a gradual increase during the subsequent intervals. In the FIR-RE, it can be seen that there was a gradual
improvement, having no congested sectors in the last two intervals. In the overall environment according to
the AHPM approach and the FIR agent, considering FIR-BS and FIR-RE analyzing the graph, one can observe
a considerable improvement from the first to the second interval when the index is reduced from 3400 to 329.

Figure 11 presents the development of the IS and the future period T, in the overall environment
according to the AHPM approach using the central agent, considering FIR-BS and FIR-RE. A
considerable improvement can be observed from the first to the second interval, having no congestions
in the last interval when the index drops to zero.
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Figure 10. Initial state and the future period T, in FIR-BS, FIR-RE and the overall environment—AHPM approach (FA).
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Figure 11. Initial state and future period T, in the overall environment—AHPM approach (CA).
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Figure 12. Comparison between the traditional and the AHPM approach in FIR-BS.

Copyright © 2014 John Wiley & Sons, Ltd. J. Adv. Transp. 2015; 49:616-633

DOL: 10.1002/atr



628 L.L.B. V. CRUCIOL ET AL.

6.2. Results

To analyze the actual results that were obtained by this research, comparisons between the traditional
approach executed by air traffic controllers and the AHPM approach proposed in this research will be
presented. The presentation will be worked out for every FIR and the overall environment, comparing
the future periods T, and T,.

Tlustrating the first experiment, Figure 12 presents a comparison between the traditional and the
AHPM approach in the future periods T, and T, in FIR-BS. Observing the graph, one can see that
the AHPM approach obtained better results and that with time the central agent achieved better results
than the FIR agent.

Figure 13 presents a comparison between the traditional and the AHPM approach in the future
periods T and T, in FIR-CW. One can see that the central agent achieved better results compared with
the other two approaches in most cases.

Figure 14 shows the comparison between the traditional and the AHPM approach in the future
periods T, and T, in the overall environment, taking into account FIR-BS, FIR-CW and the central
agent. The graph shows that the AHPM approach obtained better results, and in most cases, with time,
the central agent achieved better results than the FIR agent.

The results of the second experiment is presented in Figure 15, comparing the traditional and the
AHPM approach in the future periods T; and T, in FIR-BS. One can observe that the AHPM approach
performed better in all cases and that the central agent achieved better results, having no congestion in
the last interval.

Figure 16 shows the comparison between the traditional and the AHPM approach in future periods
T, and T, in FIR-RE. In this case, the AHPM approach was better than the traditional approach, but the
central agent and the FIR agent achieved similar results in all intervals.
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Figure 13. Comparison between the traditional and the AHPM approach in FIR-CW.
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Figure 14. Comparison between the traditional and the AHPM approach in the overall environment—first experiment.
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Figure 15. Comparison between the traditional and the AHPM approach in FIR-BS.
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Figure 16. Comparison between the traditional and the AHPM approach in FIR-RE.
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Figure 17. Comparison between the traditional and the AHPM approach in the overall environment—second experiment.

Figure 17 presents the comparison between the traditional and the AHPM approach in future periods
T, and T in the overall environment, taking into account FIR-BS, FIR-RE and the central agent. Ob-
serving the graph, one can see that the AHPM approach performed better, and in time, in most cases,
the central agent achieved better results than the FIR agent.

With the presented results, one can observe the value of this research to present ever improving and
more complete solutions for the air traffic controller to perform his activities with more information
and safety.

To evaluate the results, a comparison between the traditional approach, executed by the air traffic
controllers and the AHPM approach will be worked out for the two case studies of this experiment.
Figure 18 presents this comparison for FIR-BS, FIR-CW and the overall environment.

Analyzing the graph for the first experiment, one can verify the progress of the air traffic level in
every interval, from the first till the fourth, and find that only in the second interval, (17:30-17:59),
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Figure 18. Comparison between the approaches for the first experiment.

the evaluation of the overall scenario remains equal in the two approaches. In all other cases, the
proposed approach, AHPM, achieved better results than the traditional approach.

* FIR-BS

* (17:30-17:59)—Improvement of 47%
e (18:00-18:29)—Improvement of 25%
* (18:30-18:59)—Improvement of 18%

* FIR-CW

* (17:30-17:59)—Improvement of 16%
e (18:00-18:29)—Improvement of 8%
e (18:30-18:59)—Improvement of 11%

¢ Overall environment

* (17:30-17:59)—Remains equal
* (18:00-18:29)—Improvement of 24%
e (18:30-18:59)—Improvement of 49%

Figure 19 shows the comparison between the two approaches for FIR-BS, FIR-CW and the overall
environment.

Analyzing the graph for the second experiment, one can observe that the proposed approach,
AHPM, in all cases achieved better results than the traditional approach.

* FIR-BS

* (17:30-17:59)—Improvement of 57%
e (18:00-18:29)—Improvement of 15%
e (18:30-18:59)—Improvement of 18%
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Figure 19. Comparison between the approaches for the second experiment.
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Table I. Restrictive measures of the FIR agent for the second interval in FIR-BS.

Sector Aircraft Departurepanpeq RM, RM, RM;

1 A4 17:40 Forward S11(17:32) Forward S11(17:28) Forward S11(17:34
3 Al 17:42 Forward S24(17:31) Forward S24(17:37) Forward S24(17:27)
3 A7 17:51 Forward S24(17:32) Forward S24(17:28) Forward S24(17:34)
3 A5 17:54 Delay S23(18:00) Delay S23(18:05) Delay S23(18:11)

5 A2 17:40 Delay S11(17:46) Delay S11(17:51) Delay S11(18:01)

5 A4 17:41 Delay S11(17:53) Delay S11(17:57) Delay S11(18:00)

5 A6 17:46 Delay S11(18:03) Delay S11(17:59) Delay S11(18:07)

8 A4 17:51 Delay S10(17:57) Delay S10(18:07) Delay S10(18:03)

8 A2 17:55 Delay S10(18:00) Delay S10(18:04) Delay S10(18:09)

9 A6 17:48 Delay S10(17:55) Delay S10(17:59) Delay S10(18:04)

Table II. Restrictive measures of the central agent for the second interval in FIR-BS and FIR-CW.

FIR Sector Aircraft Departurepaypeq RM

BS 1 A4 17:40 Forward S11(17:34)
BS 3 A7 17:51 Forward S24(17:28)
BS 3 A5 17:54 Delay S23(18:00)
BS 5 A4 17:41 Delay S11(18:00)
BS 8 A4 17:51 Delay S10(18:07)
BS 9 A6 17:48 Delay S10(17:55)
CwW 1 A3 17:55 Forward S2(17:44)
CwW 1 A5 17:58 Forward S2(17:50)
CcwW 2 Al2 17:56 Forward S2(17:50)
CwW 2 A7 18:06 Delay S3(18:14)
CwW 5 A10 18:02 Forward S1(17:48)
CW 6 A2 18:07 Forward S3(17:50)
¢ FIR-RE

e (17:30-17:59)—Improvement of 30%
* (18:00-18:29)—Improvement of 53%
* (18:30-18:59)—Improvement of 15%

¢ QOverall environment

* (17:30-17:59)—Improvement of 48%
e (18:00-18:29)—Improvement of 46%
e (18:30-18:59)—Improvement of 41%

As an example of the actions suggested by the FIR agent in FIR-BS, in the first experiment, Table I
presents the restrictive measures suggested for the second interval (17:30-17:59) after applying the
restrictive measures in the first interval, the sector and the aircraft that have to receive the restrictive
measure and the planned departure time.

To perform the final evaluation executed by the central agent, the best actions for the overall
environment were chosen in the first experiment as presented in Table II.

7. CONCLUSIONS

To perform ATM activities, especially ATFM, it is necessary that the personnel responsible have the
means to make their decisions. Decision-making in a real-time environment turns out to be inefficient
without the appropriate computational tools. As presented in this study, several authors utilize artificial
intelligence techniques, with emphasis on RL that manages to hold information and learn with the
human specialist. In the proposed approach, AHPM, a solution utilizing RL and multiagent systems
was presented.
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This research focused on the AHP, an innovative approach for ATFM in Brazil. At the end of the
case study, it was shown that this approach converges to an optimum solution with time, because
with each verification, a better action will be presented. Thus, the objectives of this study were
successfully met.

Evaluating the case study, the first experiment achieved improvement between 8 and 47% in the
local scenarios and between 0 and 49% in the overall scenario. In other words, the worse results were
equal to the traditional approach. In the second experiment, an improvement between 15 and 57% was
achieved in the local scenarios and between 41 and 48% in the overall scenario.

Besides the analysis process, impact forecast and suggestion of restrictive measures, it was possible
to model a computational solution to effectively support decision-making for air traffic controllers.

8. LIST OF ABBREVIATIONS

ATFM  Air traffic flow management
ATM Air traffic management
AHP Air holding problem

DSS Decision support system
FAA Federal Aviation Administration
FIR Flight information region

SBAZ FIR-Amazonica

SBAO  FIR-Atlantico

SBBS FIR-Brasilia

SBCW  FIR-Curitiba

SBRE FIR-Recife

FACET Future ATM Concepts Evaluation Tool
GHP Ground holding problem

IS Initial state

NASA  National Aeronautics and Space Administration
RL Reinforcement learning

RM Restrictive measures
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