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Abstract: Squared weight is an excellent metric on which to base codeword selection in DC-free multimode coding. It has, however, been
considered too complex to implement in practice. In this Letter, the authors present a simple approach to evaluate this metric that enables
it to be implemented in high-speed digital logic.
1 Introduction

Constrained sequence codes are widely used to ensure that the
coded sequence has characteristics that enable it to be conveyed ac-
curately over a constrained channel [1]. These codes include the
class of DC-free codes that are used to encode source data when
the channel does not pass frequencies at or near f = 0 Hz [2].

Multimode coding has been shown to be an efficient and effect-
ive approach to encode data sequences to satisfy channel constraints
[3]. As shown in Fig. 1, this approach involves representing source
data words with a number of alternatives and selecting the alterna-
tive that best satisfies the constraints. Practical techniques to con-
struct alternative representations include the scrambling of binary
sequences [4] and Reed–Solomon-coded sequences [5], and use
of the Hadamard transform [6] among other techniques.

Selection of the alternative that best meets the channel constraints
is an integral component of multimode encoding. In the encoding of
DC-free sequences, selection based on minimum squared weight
(MSW) [3] has been shown to result in excellent suppression of
low frequencies. However, this metric has been considered too
complex for practical implementation, resulting in the proposal
for other simpler, but less effective selection techniques.

In this Letter, we briefly review DC-free coding and the MSW
metric. We then present a method to evaluate squared weight that
does not involve multiplication or squaring operations and therefore
is straightforward to implement in high-speed digital logic.

2 DC-free sequences

A sequence is DC-free if the continuous component of its power
spectral density (PSD) is zero at f = 0 Hz. Consider the binary se-
quence

{ . . . , x−1, x0, x1, . . . , xn, . . . } (1)

where the binary symbols take on values xn∈ {−1, + 1}. The
running digital sum (RDS) following the nth symbol in this
Fig. 1 Multimode encoding
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sequence is evaluated as

Rn =
∑n

i=−1
xi = Rn−1 + xn (2)

where if the RDS is R0 when n = 0

Rn = R0 +
∑n

i=1

xi = Rn−1 + xn, n = 1, 2, 3, . . . (3)

Sequence (1) is DC-free if and only if its RDS Rn is bounded for all
n [7].

The width of the spectral notch of a DC-free sequence can be
characterised by its cut-off frequency ω0, defined as the radian fre-
quency at which the PSD falls to 1/2 [8]. Justesen demonstrated that
the cut-off frequency and the variance of the RDS values are related
as [8]

2s2
Rv0 ≃ 1 (4)

where s2
R, known as the sum variance, is defined as

s2
R = E{R2

n} (5)

It follows from (4) that sequences with lower sum variance exhibit a
wider spectral notch at DC.

3 MSW selection

Consider again the multimode encoder depicted in Fig. 1 in which
fixed-length source words are mapped to J length-M alternatives

xj = {x j, 1, x j, 2, . . . , x j,M}, j = 1, 2, . . . , J (6)

From these J alternatives the ‘best’ is selected as the codeword. If
the objective is to construct a DC-free-coded sequence with a
wide notch at DC, it follows from (4) and (5) that the equivalent
time-domain objective is to construct a sequence with low sum vari-
ance. It was based on this observation that Immink and Patrovics
proposed the MSW selection criterion [3]: from the alternatives,
select the word with the lowest value of squared weight, where
the squared weight of the jth length-M alternative is defined as

S j,M =
∑M

m=1

R2
j,m, j = 1, 2, . . . , J (7)

Note that an initial value S0 could be included in (7), but it would be
Commons J Eng, 2015, Vol. 2015, Iss. 7, pp. 226–228
doi: 10.1049/joe.2015.0109

mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:


Fig. 2 Simple evaluation of squared weight
the same for all j because its value would depend only on the word
selected in the previous encoding interval. Since this constant
would not affect selection, it is ignored.
The modified MSW (MMSW) selection approach involves

selecting, from those sequences whose Rj,M falls within a
predefined range, the sequence with the lowest Sj,M [9].
Considerable analysis and simulation have verified the excellent
performance that can be achieved with the MSW andMMSW selec-
tion criteria [3, 9].
MSW selection involves, for each alternative, (i) accumulation of

symbol values to evaluate the RDS, (ii) evaluation of the squared
RDS values and (iii) accumulation of the squared RDS values to
evaluate the squared weight. Of these operations, it is the squaring
of RDS values that has been considered too complex to allow for
practical implementation in digital logic. Alternative selection
methods which involve only accumulation, such as the minimum
threshold overrun (MTO) criterion [3], have therefore been
proposed.

4 Simple evaluation of squared weight

A simple approach to evaluate squared RDS values is based on the
observation that in each symbol interval the RDS either increases or
decreases by one. Let the initial value R2

j, 0, common to all alterna-
tives j, j = 1, 2, …, J, be the squared RDS value at the end of the
previously selected word. If xj, m = + 1, then Rj, m = Rj, m−1 + 1 and

R2
j,m = (Rj,m−1 + 1)2

= R2
j,m−1 + 2R j,m−1 + 1, m = 1, 2, . . . , M

(8)

If xj, m = −1 then Rj, m = Rj, m−1−1 and

R2
j,m = (Rj,m−1 − 1)2

= R2
j,m−1 − 2R j,m−1 + 1, m = 1, 2, . . . , M

(9)

It follows from (8) and (9) that squared weight can be evaluated in
an iterative fashion without multiplication or squaring operations.
RDS values are evaluated by accumulating symbol values; these

integer values are stored with an appropriate l-bit representation.
Limiting l implicitly limits valid RDS values and results in an
Fig. 3 Alternate simple evaluation of squared weight
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MMSW approach. Each RDS value is doubled with a single left-
shift of the l-bit representation. This is either added to or subtracted
from R2

j,m−1 depending on the polarity of xj, m, and the result is
incremented by 1 to yield R2

j,m. These squared RDS values are accu-
mulated as indicated in (7) to determine the squared weight Sj,M.

Fig. 2 presents a block diagram of this simplified evaluation
process. The accumulators in this figure are loaded immediately fol-
lowing selection of the previous word and prior to the start of the
evaluation of the current alternative. Note that incrementing the
value of − 2Rj,m−1 by 1 prior to summing with R2

j,m−1, as suggested
in this figure, ensures that intermediate results within the R2

j,m accu-
mulator are non-negative.

The incrementation by 1 in (8) and (9) can be avoided by noting
that since this term is common to all alternatives j, j = 1, 2, …, J, it
has no effect on MSW selection. Let R̃

2
j,m denote the value obtained

by ignoring this term

R̃
2
j,m = R2

j,m − m, m = 1, 2, . . . , M (10)

Accumulating values of R̃
2
j,m yields

S̃ j,M =
∑M

m=1

R̃
2
j,m =

∑M

m=1

(R2
j,m − m)

= S j,M −
∑M

m=1

m = S j,M − M (M + 1)

2

(11)

Since the offset by M(M + 1)/2 is independent of j, selecting the al-
ternative with minimum S̃ j,M results in the same decision as select-
ing the word with minimum Sj, M.

Note that R̃
2
j,M and S̃ j,M can be negative. Moreover, note that

since the squared RDS of the previously selected word establishes
R2

j, 0 for all j, an adjustment by M is required when updating accu-
mulator values between encoding intervals. This adjustment is
shown in Fig. 3.

We note that Figs. 2 and 3 depict metric evaluation requiring only
summation, similar to the less effective MTO criterion. We also
note that this approach can be extended to evaluation of higher-
order metrics such as the sum of squared values of the kth-order
RDS for DCk-free multimode codes [10].
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Attribution License (http://creativecommons.org/licenses/by/3.0/)



5 Conclusion

We have presented a technique to evaluate squared weight in multi-
mode coding that does not require multiplication or squaring. This
approach lends itself well to implementation in high-speed digital
logic.
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