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Introduction

Machines equipped with artificial intelligence now make 
decisions without direct human input. Examples include 
computers that play chess, decide what news, products, or 
status updates Internet users see, and that assist in medical 
diagnosis. Soon artificial intelligence may control machines 
such as automobiles, aircraft, power stations, and weapons. 
Decisions or malfunctions by such computers could have 
lethal consequences. Who takes the blame when an autono-
mous device kills or injures a human being? Answers to this 
question have important political consequences. Effective 
democratic governance requires that citizens be able to iden-
tify and hold accountable those who make decisions that pro-
duce undesired outcomes (see, among many, McGraw, 1990; 
Peffley, 1984; Powell and Whitten, 1993; Rudolph, 2003). 
But allowing machines to make lethal decisions could create 
a ‘responsibility gap’ (Matthias, 2004), as it is not clear how 
such machines could be held accountable.

After defining autonomous weapons, I develop hypoth-
eses about the effects they might have on the attribution of 
responsibility and accountability, and then assess these 
with a survey experiment. Drawing on the work of Schulzke 
(2013) and empirical studies of responsibility attribution to 
multiple actors, I hypothesize that leaders would still be 
held accountable, as they are seen as responsible for the 

decision to employ autonomous weapons. Furthermore, 
individuals adjust their attributions of responsibility to 
include a wider and more complex range of actors, such as 
those involved in the design and programming of autono-
mous weapons. The results of the survey experiment are 
consistent with these hypotheses. This suggests that exist-
ing mechanisms for attributing responsibility and holding 
actors accountable, such as the military chain of command, 
could with some adaptations play the same role in situa-
tions where autonomous weapons are utilized. The conclu-
sion briefly discusses the possible influence of public 
attitudes on responsibility attribution should autonomous 
weapons ever be developed.

What are autonomous weapons?

The United States Department of Defense defines autono-
mous weapons as ‘a weapons system that, once activated, 
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can select and engage targets without further intervention 
by a human operator’ (Department of Defense, 2012: 13; 
similar definitions are used by Human Rights Watch, 2015, 
and the rapporteur of the UN Human Rights Council,  
2013; for a discussion, see Wagner, 2014). This definition 
‘includes human-supervised autonomous weapons systems 
that are designed to allow human operators to override 
operation of the weapon system’. Such human-supervised 
weapons already exist. Examples include missile defense 
systems, where humans position, activate, and supervise 
the weapon, but rely on it to follow predetermined rules to 
identify and attack incoming missiles more quickly and 
precisely than a human operator could do so. Here humans 
are ‘on the loop’; they decide when and where to deploy the 
weapon, and can intervene to prevent its operation. For this 
reason, such weapons might be better described as semi-
autonomous, as they lack the capacity to engage in combat 
without direct and immediate human oversight (Garcia, 
2015). Fully autonomous weapons, which do not yet exist, 
could operate without such oversight. Such weapons would 
include artificial intelligence algorithms which would per-
mit them to engage in machine learning, meaning that ‘the 
rules by which they act are not fixed during the production 
process, but can be changed during the operation of the 
machine, by the machine itself’ (Matthias, 2004: 177; 
emphasis added). It is this category that has attracted the 
most concern. When humans are in or on the loop, they 
could in principle be held accountable for undesirable out-
comes that result from the use of a weapon. This possibility 
should create incentives for them to carefully consider the 
law, rules of engagement, and context when using lethal 
force. But it is not clear who, if anyone, could reasonably 
be held accountable when fully autonomous weapons pro-
duce unwanted outcomes.

Theory and hypotheses

Responsibility attribution requires that an actor’s behavior 
causally contributes to an outcome (Hewstone, 1991). 
Autonomous weapons could make this more difficult 
because of their ability to engage in machine learning. 
Civilian leaders and military commanders who order the 
use of such weapons, as well as the engineers who design 
them, cannot predict precisely how they will operate in an 
ambiguous environment such as a battlefield. This means 
they would not exercise sufficient causal control over the 
weapon to be held accountable for its actions. This diffi-
culty is magnified by the fact that there is no obvious way 
that autonomous machines can be held accountable for 
their actions, since they lack intentions, cannot feel physi-
cal pain, and cannot experience the negative consequences 
of public shame and other forms of condemnation (see  
the useful discussion in Human Rights Watch, 2015). 
Autonomous weapons would thus make it more difficult to 

attribute responsibility by increasing the role of those who 
design the weapon’s decision-making algorithms, and by 
introducing a weapon that could make complex and conse-
quential decisions but could not be held accountable. This 
would permit human actors to argue that they cannot be held 
causally responsible, and thus cannot be blamed, for this out-
come, an excuse that McGraw terms ‘diffusion of responsi-
bility’ (McGraw, 1990: 120). Building on this logic, a number 
of scholars conclude that no one could effectively be held 
accountable for the outcomes produced by autonomous 
weapons (Asaro, 2006; Matthias, 2004; Sparrow, 2007).

Since fully autonomous weapons have not been devel-
oped, we lack direct empirical evidence that doing so would 
reduce responsibility attribution to human actors. However, 
the argument that diffusion of responsibility reduces blame 
for negative outcomes has been assessed in research on 
responsibility attribution for economic performance. A key 
work here is Powell and Whitten (1993). They find little 
evidence that incumbent governments are punished 
(rewarded) by voters for poor (good) economic perfor-
mance. Political contexts that diffuse authority among mul-
tiple political actors, such as weak party cohesion, reduce 
the degree to which incumbents’ vote share relates to eco-
nomic performance. In other words, office-holders who 
share authority are punished less when things go wrong. 
These findings, albeit in a different domain, indicate that 
the introduction of a new entity with the power to make 
lethal decisions – autonomous weapons – could allow 
human actors to escape responsibility, have some empirical 
validity, and suggest the following hypothesis:

H1: In comparing actions that result in undesirable 
consequences, those involving more autonomous weapons 
will result in less responsibility being attributed to civilian 
leaders and military commanders.

Schulzke (2013) holds that existing mechanisms for 
responsibility attribution can be extended to the autono-
mous weapons. His insight is that ‘human soldiers are fully 
autonomous, yet because they act on behalf of their com-
manders, make decisions within a context that is created by 
other actors, and rely on intelligence gathered by others, 
commanders share responsibility for soldiers’ actions 
(Schulzke, 2013: 204; emphasis added). When violations of 
law or policy occur, the contributions of individual soldiers 
as well as their commanders to the outcome can be deter-
mined, and all of those whose behavior contributed to the 
outcome can be held accountable. The key difference 
between autonomous weapons and human soldiers is that 
the former cannot be punished for their actions. But exist-
ing accountability mechanisms do not rely solely or entirely 
on punishing only those who actually use a weapon in  
combat. This leads Schulzke to conclude that ‘to the extent 
that [autonomous weapons’] actions result from how their 
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software or hardware is designed, responsibility . . . should 
lie with the developers who create them. To the extent that 
their actions are enabled or constrained by civilian and mil-
itary officials in their chain of command, those officials 
should share responsibility for the actions of autonomous 
weapons’ (Schulzke, 2013: 204).

Recent work on responsibility attribution leads to two 
conclusions which both indicate that autonomous weap-
ons might not undermine accountability. First, individu-
als have a capacity to allocate responsibility among 
multiple actors. Rudolph (2003), for example, analyzes 
responsibility attribution to state governments. He finds 
that, when the same party controls the governor’s office 
and the legislature, the governor is attributed much 
responsibility. This declines when government is divided. 
Importantly, though, divided government increases the 
responsibility attributed to the legislature, indicating that 
voters are able to shift attributions among political actors 
as their political influence varies. Second, there is a con-
sistent tendency to attribute much responsibility to actors 
with greater authority (Kelman and Hamilton, 1989). 
Experiments reported in Duch et al. (2015) indicate that 
subjects attribute more responsibility to actors with 
agenda-setting power. Gomez and Wilson (2001) hold 
that individuals with less political knowledge blame the 
most senior political authorities. This means that it might 
be difficult for political and military leaders to shift 
blame to other actors. Indeed, Kathleen McGraw, a pio-
neer in the study of the allocation of blame for political 
outcomes, finds that attempts to minimize their responsi-
bility by pointing to the diffusion of responsibility are 
rarely effective (McGraw, 1990, 1991).

This suggests a quite different pattern of responsibility 
attribution for autonomous weapons:

H2: In comparing actions that result in undesirable 
consequences, those involving more autonomous weapons will 
result in more responsibility being attributed to human actors 
involved in the design and programming of the weapon.

H3: In comparing actions that result in undesirable con-
sequences, those involving more autonomous weapons will 
not result in less responsibility being attributed to civilian 
leaders and military commanders.

Another line of reasoning challenges the idea that auton-
omous machines themselves cannot be held responsible. 
There is evidence that some individuals attribute responsi-
bility to machines and other non-human entities (Epley 
et al., 2007). Waytz et al. (2010) developed a psychometric 
measure of such anthropomorphism, the Individual 
Differences in Anthropomorphism Scale (IDAQ). Subjects 
scoring higher on this scale place more trust in technologi-
cal entities to make consequential decisions. If this is the 

case, anthropomorphism should moderate responsibility 
attribution:

H4: In comparing actions that result in undesirable 
consequences, individuals characterized by higher degrees of 
anthropomorphism will attribute less responsibility to human 
actors with greater authority, such as civilian leaders and 
military commanders, and more to human actors that design 
autonomous machines as well as to such machines themselves.

Research design

I designed a survey experiment to assess these hypothe-
ses. Six hundred subjects were recruited from Amazon’s 
Mechanical Turk online labor market. This is not a repre-
sentative sample; more of the subjects are male and better 
educated, and they are somewhat more likely to be 
Caucasian and to identify as a Democrat, than the public 
at large (see the Appendix for a comparison of the sam-
ple’s demographic characteristics to the whole popula-
tion). The use of non-representative samples raises 
questions about the degree to which the results can be 
generalized to the population at large. For the present 
experiment, ensuring such external validity is less impor-
tant that ensuring internal validity. The weapons described 
in the treatments are unlikely to be used in combat in the 
near future. The most relevant population is not today’s 
public, but some future public, and it is difficult to foresee 
now how the specific characteristics of the weapon sys-
tem, the nature of the opponent, and so on, could influ-
ence this future public’s attitudes. The results of the 
experiment should not be used to predict specific future 
attitudes but instead make the more modest contribution 
of testing hypotheses. The Appendix reports the results of 
regression models that control for subject-level character-
istics, including demographic variables as well as atti-
tudes towards the use of force more generally, such as 
their degree of militant assertiveness (Herrmann et  al., 
1999). The inclusion of these variables does not alter the 
pattern of results reported below.

Subjects were randomly assigned to read one of three 
stories describing a planned air raid on a militant compound 
in Syria. These treatments stated that the militants con-
trolled air defense systems and that the compound was in an 
urban area inhabited by civilians. The first (labeled not 
autonomous) described the raid as conducted by a combat 
drone operated remotely by a pilot in the United States. The 
second (semi-autonomous) added that the drone was 
equipped with sensors that could detect weapons and peo-
ple in buildings, and that the remote pilot used this informa-
tion to determine which targets to strike. The third (fully 
autonomous) stated that the drone was equipped with the 
same sensors, and that its artificial intelligence computer 
made decisions about which targets to attack.
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All subjects next answered questions measuring their 
support for the use of force, their expectation that the 
strike would succeed, and their estimate of the risk that 
civilians faced. Individual questions were combined to 
measure each of these concepts (see Appendix for 
details). All subjects then read another news story stating 
that the attack described in the treatment took place and 
resulted in the deaths of dozens of civilians. They were 
then asked two questions measuring the responsibility 
and the blame for this outcome borne by the Secretary of 
Defense, military commanders, the pilot (subjects 
assigned to the fully autonomous treatment were not 
asked about the pilot), the engineers who designed the 
drone’s sensors and computer, and the drone’s sensors 
and computers themselves.1 Subjects answered a ques-
tion asking if they believed that each of these actors 
should be investigated for the outcome of the attack. This 
question assesses the willingness of the participant to 
support holding the actor accountable. Subjects then 
completed the individual differences in the anthropomor-
phism questionnaire (IDAQ). Items dealing with the 
attribution of human characteristics to technological 
devices were used to create an IDAQ index for each 
respondent. The final items on the instrument measured 
partisanship, age, sex, ethnicity and education.

Results

Figure 1 displays the degree to which the Secretary of 
Defense, military commanders, the engineers who designed 
the weapon, and the weapon itself (described here as its 
sensors) are responsible for the outcome of civilian casual-
ties for each treatment group.2 The dependent variable of 
responsibility attribution is an index combining answers to 
questions asking if each of these actors is responsible and 
bears blame for the outcome of the attack; it ranges from 
zero to one, and higher values indicate more responsibility. 
The colored dots depict the mean and the bars indicate 95 
percent confidence intervals.

Subjects in each treatment group attribute the greatest 
degree of responsibility to the Secretary of Defense and 
military commanders and the least to the engineers and the 
computer and sensors. This is consistent with Hypothesis 3, 
but not with Hypothesis 1. The responsibility attributed to 
engineers and the drone’s computer increase significantly 
in the fully autonomous treatment compared to the non-
autonomous treatment. This is consistent with Hypothesis 
2. Respondents are able to adjust their attributions to 
include such new actors. This suggests that the develop-
ment of autonomous weapons would increase the range of 
actors held responsible for errors.

Figure 2 depicts the mean support for investigating each 
of these actors; higher values indicate more support for an 
investigation. On average, subjects exhibit much higher 
support for the idea of investigating the Secretary of 

Defense and military commanders than for investigating 
the engineers and sensors, and this does not vary substan-
tially across the treatments. However, willingness to inves-
tigate the engineers and sensors does increase among 
subjects assigned to the fully autonomous treatment, com-
pared to those assigned to the non-autonomous treatment. 
This is consistent with Hypothesis 2. Even as the autonomy 
of the weapon increases, subjects remain more willing to 
investigate those at the top of the military chain of com-
mand. More autonomy also leads to an increased willing-
ness to, at the same time, investigate the role of those 
responsible for the technical design of the weapon as well 
as the decisions of the weapon itself, compared to the non-
autonomous treatment group.

There are not statistically significant differences in 
responsibility attribution or support for an investigation 
between subjects assigned to the non- and the semi-autono-
mous treatments. On average, subjects do not appear to see 
great differences between situations where a human is ‘in’ 

Figure 1.  Responsibility attribution.

Figure 2.  Support for investigation.
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and ‘on’ the loop. This indicates that subjects are able to 
distinguish different degrees of autonomy from each other, 
and view vesting authority to engage in lethal action in a 
machine as distinct from situations where machines pro-
vide information to human controllers.

These findings are maintained in regression models 
where responsibility attribution and support for an investi-
gation are the dependent variables, and the independent 
variables are treatment assignment, militant assertiveness, 
trust in government, IDAQ, party identification, minority 
status, age, sex and education (full regression results are 
reported in the Appendix). Respondents who scored higher 
on the IDAQ scale attributed less blame to the Secretary of 
Defense and to the commanders, and attributed more blame 
to the engineers and sensors. This is consistent with 
Hypothesis 4. As discussed in the Appendix, these relation-
ships are not contingent on the subject’s expectations that 
the military mission would succeed or would result in civil-
ian casualties.

The regression results suggest other interesting findings. 
Respondents who score higher on militant assertiveness 
were less willing to blame the Secretary of Defense or mili-
tary commanders. This is not surprising, since such indi-
viduals view force as useful and legitimate. However, 
militant assertiveness did not influence the degree of blame 
attributed to engineers and sensors. The willingness of 
those who are more assertive to place less blame on civilian 
and military leaders does not extend to the designers of 
autonomous weapons or to these weapons themselves. 
Finally, while the treatments influence responsibility attri-
bution, they do not shape other important attitudes. In par-
ticular, support for the use of force does not vary 
systematically across treatments. Treatment assignment 
also did not influence the perception that civilian casualties 
would occur. Both of these findings would seem to merit 
further investigation into how subjects perceive the capa-
bilities of autonomous weapons.

Conclusions

Two key conclusions emerge from this experiment. First, 
autonomous weapons do not decrease the degree to which 
civilian and military leaders are identified as responsible 
for negative outcomes. Second, fully autonomous weap-
ons do increase the degree to which those who create and 
design such a weapon are attributed responsibility. This 
suggests that the use of fully autonomous weapons may 
not undermine democratic accountability, as it could create 
incentives for leaders to carefully oversee such systems 
and encourage their designers to exercise care in the capa-
bilities they build into such weapons. Of course, even if a 
robust system of accountability for autonomous weapons 
were to be established, there may be other strategic and 
ethical reasons to oppose the introduction and use of this 
technology, such as concerns about reducing the costs of 

war, the potential for destabilizing proliferation, or the 
inability of such weapons to comply with international 
humanitarian law.

The results of this experiment suggest that fully auton-
omous weapons would not make it easier for leaders or 
designers to evade responsibility (McGraw, 1990). Does 
this mean that such individuals would actually be held 
accountable for the outcomes such weapons produce? It is 
difficult to provide a definitive answer to this question. As 
suggested above, the experiment is designed to assess 
hypotheses in a controlled environment, and one cannot 
reliably infer how a future public would react if a use of 
force like that described in the autonomous treatment 
were to occur. There is considerable evidence that foreign 
policy responds to shifts in public opinion, and that lead-
ers seek to minimize military casualties and to highlight 
battlefield successes in order to influence support for the 
use of force (see the thorough review in Aldrich et  al., 
2006). But the effect of public opinion is also mediated by 
other factors, such as the amount of information individu-
als have about (potentially covert) military operations, the 
existence of an elite consensus regarding how to conduct 
military operations (Kreps, 2010), incentives for legisla-
tors to engage in oversight, and the operation of military 
judicial procedures that operate based on precedent and 
fact rather than public opinion. This suggests that the 
degree to which public opinion could influence actual 
accountability would depend on a range of other inde-
pendent influences.

These findings have potentially important implica-
tions for a range of technologies that rely on artificial 
intelligence to replace or assist human judgment. Many 
cyber weapons, for example, are designed to spread 
across networks and select and attack targets without 
direct human input. The development of autonomous 
ground and air vehicles raises important questions about 
legal and ethical responsibility for accidents. The results 
reported here suggest that individuals and groups respon-
sible for making the decision to deploy such technologies 
will continue to accrue a considerable share of the respon-
sibility for undesired outcomes, and that the responsibil-
ity and sanctioning of those who create such technologies 
will increase.
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Notes

1.	 The president is not included as an actor; see appendix A for 
a discussion.

2.	 The average willingness of subjects to blame or investigate the 
pilot falls between the commanders and the sensors, and does 
not vary significantly across treatments. Average responses for 
the pilot are omitted to simplify Figures 1 and 2.
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