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Like all manufacturing companies, refineries use many sensors to monitor and control the process of 
refining, therefore it is very crucial to detect any sensor faults or anomalies as early as possible, and to 
be able to replace or repair a sensor well in advance of any fault. Objective of this paper is to present a 
method for detecting anomalies in a sensor data, as well as to predict next occurance of a sensor 
failure. Data mining techniques to detect anomaly in sensor data and predict the occurrence of next 
faulty event were introduced. For anomaly detection, this research used MATLAB’s fuzzy logic toolbox 
tools to find clusters which uses subtractive fuzzy clustering algorithm and generates a model, a 
Sugeno-type fuzzy inference system. The same toolbox was used to evaluate the model with a 
promising result. To predict sensor fault, the original time series were used to create a new ‘derived 
time series’. Two prediction models known as ‘auto regressive integrated moving average’ and 
‘autoregressive tree models’ were used against the new time series to predict next occurrence of sensor 
failure. The results of these models were compared. The model developed and introduced in this paper 
serves as an additional tool, which helps not only engineers and operators of oil refineries, but also 
other engineers of other disciplines to work more efficiently. 
 
Key words: Data mining, derived time series, sensor fault detection and prediction, fuzzy clustring, machine 
learning, oil refinery. 

 
 
INTRODUCTION 
 
With thousands of sensors in use in a refinery, it is very 
time consuming and labor intensive to keep track of 
whether they work properly or not, even through a cyclic 
maintenance of sensors, it may happen that the faults are 
not detected during the maintenance. Therefore it is 
crucial to determine a proper time for maintenance of 
sensors or systems. Due to increasing use of computers 
and cheaper storage media, and faster computing, 
manufacturing companies such as refineries have 
gathered a lot of data. Dealing with the huge amount of 
data is out of reach for the operators, specially when it 
comes to detecting useful patterns in data. Finding 
patterns by operators would mean  an  extra  overload  to 
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what they are already supposed to do. Because of 
abundance of digital data, oil and gas industry, and in 
particular refineries can benefit from what data mining or 
machine learning has to offer. Therefore there is an 
increasing need for data miners and use of data mining 
techniques. Mohaghegh (2005) shows the need for use 
of data mining and machine learning techniques to 
deduce information and knowledge from the data that are 
collected in the oil industry. The past decades have seen 
an increased use of data mining techniques across all 
branches of science and engineering. To see the 
diversity of applications of data mining refer to (Chang et 
al., 2010; Saybani et al., 2009; Assous et al., 2010; 
Bartok et al., 2010; Ehsan Hajizadeh et al., 2010; Selim 
Gullulu and Seker, 2011). Although there has been much 
research on time series models, however to the best of 
our knowledge, we know of no other work in  which 
derived  time   series   have    been   used.   Objective   of  
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this paper is to use data mining techniques and fuzzy 
logic to detect and predict sensor faults in an oil refinery. 
Methods presented here show how to predict 
irregularities in the system. It estimates the time period 
needed for the maintenance of sensors. 

Optimizing the time and increasing maximum output of 
the plant are other significant issues emerging from this 
research. Researchers of this paper were also motivated 
by a study carried out by Schwabacher et al. (2009). We 
realized that similar significance, conditions and goals 
exist at National Aeronautics and Space Administration 
(NASA) as it does in a refinery. Similarly, detecting faults 
in sensor data in a refinery is important for at least the 
following reasons: 

 
a) It can be helpful in making crucial decisions such as 
whether or not to stop a production process, when crucial 
information is missing and before reaching a critical 
situation. 
b) Predicting faults from recorded sensor data can help to 
determine what kind of maintenance is needed in the 
future. 
c) Recurring faults in historical data covering a long 
period of time can produce values about the quality of 
sensors used; this can help to be selective when 
purchasing sensors. 
d) The knowledge gained here could lead to improve 
design engineering of the refinery. 

 
Currently, human experts try to detect sensor failures or 
anomalies; they watch and study the data during 
production process, but they have limited aid to check all 
sensor values. This approach is also very tedious and 
humans may fail to recognize faults that involve the 
relationships among large numbers of variables. A 
production delay is usually not desirable, therefore using 
an automated, in advance faults warning, it is a precious 
tool for the engineers and operators. Workloads of 
operators may easily let them not to detect the fault, 
since faults could happen too quickly for humans to 
detect them and react before they become in extreme 
case catastrophic. This research introduces a data 
mining technique to detect refinery sensor data anomaly 
and predict the occurrence of next faulty event. To cluster 
sensor data, a fuzzy-based predictor model was 
generated automatically using subtractive fuzzy 
clustering method. Derived time series, a new kind of 
time series is introduced and proposed. Furthermore, this 
paper shows two prediction models namely: auto 
regressive integrated moving average and autoregressive 
tree models which are used for predicting the next 
occurrence of sensor failure. And results will be 
compared. Models presented here can serve as an 
additional tool for engineers and operators to optimize the 
oil refining process. In the following study, we breifly 
touch the mathematical concepts behind methods used in 
this paper for predicting sensor  faults or  anomalies,  first 

 
 
 
 
we start with definnition of time series, then auto-
regressive integrated moving average (ARIMA) will be 
presented followed by autoregressive tree models 
(ARTxp). 

Literature review, methodolyg and results are 
discussed in this study, respectively. Derived time series, 
a new concept introduced by the authors of this paper is 
introduced in the section of methodology. A time series is 
a chronological sequence of measurements on a 
particular variable that follow non-random orders. Usually 
the measurements are taken at equally spaced time 
intervals (days, months, years), however the sampling 
could be irregular. A time series analysis has two goals: 
1) building a model that represents the nature of a time 
series, and 2) using the model to predict (forecast) future 
values of the time series. To achieve these goals it is 
required to establish a pattern and describe it. Then we 
can interpret and integrate it with other data. 
StatSoft.com (2010) and DTREG (2010) describes the 
characteristics of a time series so: the value of a time 
series with a regular pattern should be a function of 
previous values. Let us assume Y is the target value 
which the model wants to predict, and Yt is the value of Y 
at time t, then the model could be written as follows: 
 

Yt = f(Yt-1, Yt-2, Yt-3, …, Yt-n) + et                      (1) 
 

Where Yt-1 is the value of Y for the previous observation, 
Yt-2 is the value two observations ago, etc., 
and et represents noise that does not follow a predictable 
pattern (this is called a random shock). Values of 
variables occurring prior to the current observation are 
called „lag values‟. If a time series follows a repeating 
pattern, then the value of Yt is usually highly correlated 
with Yt-cycle where the cycle is the number of observations 
in the regular cycle. The goal of building a time series 
model is the same as the goal for other types of 
predictive models which is to create a model such that 
the error between the predicted value of the target 
variable and the actual value is as small as possible 
(DTREG, 2010). Usually modeling and predicting 
procedures involve knowledge about the mathematical 
model of the process. However, in normal life, very often 
the patterns of the data are not clear, data collections and 
observation have a lot of noise and errors, and therefore 
we still need not only to find the hidden patterns in the 
data. However, also try to generate forecasts. Box and 
Jenkins (1976) developed a popular methodology called 
ARIMA. It is powerful and flexible, but it is also complex 
and not easy to use. Box-Jenkins model assumes that 
the time series is stationary (NIST/SEMATECH, 2010). 
We briefly explain mathematical background of ARIMA 
here, for more mathematical details refer to (Box and 
Jenkins, 1994). 

Autoregressive (AR) model is written as 
(NIST/SEMATECH, 2010): 
 

        (2) 



 
 
 
 

where  is the time series,  is the white noise, and: 

  

               (3) 

 
where µ is the process mean, p is called the order of AR 
model. 

Moving average (MA) model is written as 
(NIST/SEMATECH, 2010): 

 

 =  (4) 

 

Where  is the time series,  is the white noise,  µ is 

the mean of the series,  are the parameters of 

the model and q is called the order of MA model. 
Putting AR and MR together we get the Box-Jenkins 

ARMA model which is written as (NIST/SEMATECH, 
2010): 
 

 (5) 
 
Mathematically, ARIMA model is written as (James-
Madison-University, 2010): 
 

                        (6) 

 

Where t is index time and  is the response series Yt or 

a difference of the response series. 
 

, 
 
B is the autoregressive operator, represented as a 
polynomial in the back shift operator:  
B = 1 - B - ... - pB

p
                         (7) 

 
B is the moving-average operator represented as a 
polynomial in the back shift operator: 
  
B = 1 -  B - ... - qB

q
                  (8) 

 
at is the independent disturbance also called random 
error. 

The general model includes autoregressive as well as 
moving average parameters, and particularly it includes 
differencing in the formulation of the model. The model 
ARIMA (p, d, q) has three types of parameters which are 
explained as follows: 
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i) p is the number of autoregressive parameters. It specify 
which previous values from the series are used to predict 
current values. 
ii) d is the number of non-seasonal differences (or the 
number of differencing passes). If trends are present, 
differencing becomes necessary. The order of 
differencing corresponds to the degree of series trend for 
example first-order differencing specifies linear trends, 
second-order differencing accounts for quadratic trends, 
and so on. 
iii) q is the number of lagged forecast errors in the 
prediction equation (or moving average parameters). 
Moving average orders tell how deviations from the 
series mean for previous values are used to predict 
current values. For example, moving-average orders of 1 
and 2 specify that deviations from the mean value of the 
series from each of the last two time periods be 
considered when predicting current values of the series. 
 
ARTxp algorithm was developed by Microsoft Research, 
it is based on the Microsoft Decision Trees algorithm 
which is an autoregressive tree (ART) model for 
representing periodic time series data. This algorithm 
relates a variable number of past items to each current 
item which is being predicted (Microsoft, 2008). The 
decision tree produces piecewise-linear AR model. The 
model uses Bayesian technique to learn the structure and 
parameters of the decision tree (Christopher et al., 2002). 
We briefly explain mathematical background of ART 
here, more mathematical details sre given by Christopher 
et al. (2002). The ART model for a tree with length p is 
written as: 
 

f(yt|yt-p, ..., yt-1, θ) =  = 

                            (9) 

 
Where L is the number of leaves, θ = (θ1, ..., θL) and θi = 

(mi, bi1, ..., bip,  are the model parameters for the 

linear regression at leaf li, i = 1, ..., L, N(µ,  is a normal 

distribution with mean µ and variance . 

ARTxp model makes use of posterior probalbility 
defined by Bayes for learning and forecasting purposes. 
Posterior probablity is given by Murphy (2010): 
 

 
 
or in symbols it is written as: 
 

                   (10) 

 

Where  denotes the probability  that  random  
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variable R has value r given evidence e. The 
denominator is called the marginal likelihood and gives 
the prior probability of the evidence. The likelihood of the 
ARTxp model is denoted by: 
 

 

             (11) 

 
This is the liklihood for an ordinary regression model with 
target variable Xp+1 and regressor variables X1,..., Xp. 
 
 
LITERATURE REVIEW 
 
Varun et al. (2009) mention that anomaly detection is 
about finding patterns in data which does not conform to 
expected behavior. They refer to these nonconforming 
patterns as anomalies. They also note that in the 
literature the same definition is also used for outliers, 
exception and novelties. Victoria and Austin (2004) 
borrow the following definition for outlier from Grubbs 
(1969): "An outlying observation or "outlier" is one that 
appears to deviate markedly from other members of the 
same sample in which it occurs." There is a difference 
between anomaly and novelty, and the difference is, that 
novel patterns are usually embedded into the normal 
model after their initial detection. In their survey, Varun et 
al. (2009) argue that anomaly detection has many 
applications and refer to Kumar (2005), where he brings 
a sample of anomalous traffic pattern in a computer 
network as an indication of unlawful transfer of sensitive 
data; or where Clay et al. (2001) talk about indication of 
malignant tumors, whether or not the MRI image shows 
anomalies; or where (Ryohei et al., 2005) mention that 
anomalous reading from a space craft sensor could be a 
hint to a fault somewhere in the space craft. Before 
performing any data analysis, noise removal is essential 
and according to Varun et al. (2009) and Rousseeuw and 
Leroy (1987) dealt with unwanted noise in the data. Also, 
Teng (1990) tackled the issue of unwanted noise. To 
define clear region of normal and abnormal data is 
usually very difficult, very often the borderline between 
this two regions is so fuzzy, that it makes difficult to say, 
to which region the data belong. Sometimes noise 
behaves like actual anomaly which makes it difficult to 
remove (Charu and Yu, 2001), Varun et al. (2009), 
Victoria and Austin (2004). According to Varun et al. 
(2009), the lack of enough abnormal data for the purpose 
of training or validating a model is a major issue. 
Anomaly could be understood differently for different 
applications, for example a small deviation of body 
temperature in medical domain is considered as 
anomaly, while similar deviation in a refinery process is 
considered as normal. Due to these difficulties, most of 
the existing anomaly detection models solve a specific 
formulation of a problem. Varun et al. (2009) mention that  

 
 
 
 
the formulation depends on various factors such as the 
nature of the data, its availability, types of anomalies to 
be detected and so on. Surveys on anomaly detection, 
review of articles and book reviews were conducted by 
many researchers such as Varun et al. (2009), Animesh 
and Park (2007), Bakar (2006), Malik et al. (2006), 
Victoria and Austin (2004), Markos and Singh (2003a) 
and Markos and Singh (2003b). For an extended survey 
on anomaly or outlier detection given by Victoria and 
Austin (2004) and Varun et al. (2009). Victoria and Austin 
(2004) bring some reasons why anomaly or outlier may 
occur; among them are mechanical failures, human error, 
instrument error, system error. In this sense, in this 
paper, sensor failure is considered as an instrument or a 
mechanical failure. 

Varun et al. (2009) state that industrial units get 
damaged due to continuous usage and this should be 
detected as early as possible to prevent losses. Weilin et 
al. (2009) state that very often the life span of sensors 
depends on measurement frequency. Therefore it is 
essential to detect or predict sensor failure in advance. 
Varun et al. (2009) also mention that sensor networks 
have recently turned to an important research area, 
because collected sensor data have many unique 
characteristics. Anomalies that are detected through 
sensor data could be interpreted in many ways, it could 
be that one or more sensors are faulty or some 
components are faulty or something else is happening, 
thus it is important to study these phenomenon and 
characteristics. As Singh (2006) mentions, reducing 
equipment downtime, increasing reliability and availability 
of the equipments  are considered as the most important 
strategical objectives , which can optimize the life cycle of 
the equipment. He considers costs associated with 
manufacturing design as fixed and predetermined, and 
therefore he suggests, in order to be competitive in the 
open market, the users have no other choice than 
optimizing life cycle of engines during their operation and 
maintenance. In the context of this paper, “engines” here 
corresponds to the equipments used in a refinery. A 
refinery needs to be operative all the time and it must 
function properly all the time with least amount of costs. 
Different researchers have used different techniques for 
anomaly detection in sensor networks. Varun et al. 
(2009) mention some of them in their survey and refer to 
Janakiram (2006) who used Bayesian networks, Joel et 
al. (2006) used rule-based systems, Phuong et al. (2006) 
used parametric statistical modeling, Subramaniam et al. 
(2006) as well as Kejia (2007) used nearest neighbor-
based techniques and Daniela and Madden (2006) used 
time series techniques to forecast most likely future 
values. Schwabacher et al. (2009) mentions that model-
based approach is one way of detecting anomalies; this 
approach encodes human knowledge into a model. But 
this model is very time consuming and labor intensive, 
and the feasibility of modeling every part of a complex 
system is very low. Therefore Schwabacher et  al.  (2009)  



 
 
 
 

 
 
Figure 1. Typical data stream. 

 
 
 
used data-driven approach, where anomalies are 
detected based on the data. This study however, shows a 
new way of predicting anomalies based on derived time 
series, applied on sensor data. Victoria and Austin (2004) 
conclude that "there is no single universally applicable or 
generic outlier detection approach." They recommend 
that developer should choose a suitable algorithm in a 
way that best fits his/her need. It should have correct 
distribution model, correct attribute type and it should be 
scalable. There are many researches dealing with time 
series, sensor and forecasting, but the search engine of 
ISI Web of Knowledge revealed that none of the available 
articles has dealt with forecasting sensor failure. Key 
words used for this search were “time series” + sensor + 
forecast. 

The result of this search showed that French et al. 
(2010) were merely interested in estimating 
evapotranspiration. For the estimation they extrapolated 
remotely sensed inputs. In another study, the consistency 
of records derived from advanced very high resolution 
radiometer, SPOT-vegetation, SeaWiFS, moderate 
resolution imaging spectroradiometer and Landsat ETM+ 
was evaluated by Brown et al. (2006). In another 
research, Alexander et al. (1999) described a technique 
in which data from passive microwave sensors as well as  
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infrared sensors and lightning hash observations together 
with digital image morphing were combined to yield a 
continuous time series of rain rates which may be 
assimilated into a mesoscale model. For validating the 
integrated water vapor from weather forecast models, 
Kopken (2001) used time series of vertically integrated 
water vapor derived from ground-based global positioning 
system sites in Sweden and Finland. In another research, 
in order to produce a spatially consistent estimate using 
the same set of inputs over all regions and times, 
Sapiano et al. (2008) studied a new gridded global 
analysis of precipitation using optimum interpolation 
based on the defense meteorological satellite program 
and the forecast precipitation from earlier re-analysis 
(Cohen et al., 2008; Cunha et al., 2010; Forzieri et al., 
2010; Gibescu et al., 2009; Rodrigues and Gama, 2009; 
Singh et al., 2009; Wang et al., 2007). In contrast to 
these researches, we focused on forecasting the next 
occurrence of sensor failures. This paper presents a new 
algorithm to detect and predict sensor failures; however it 
is applicable in any situation where time series 
experience anomalies. 
 
 
METHODOLOGY 

 
At the beginning of every data mining, the process of data collection 
is very important. The process of getting data, which is used in this 
paer was discussed in details by Saybani and Wah (2010). Let us 

consider having a set of n sensors S = {s1, s2, ..., sn} where n  

(natural numbers) and n . Sensor data were gathered as a 

collection of data streams, data arrives as a string of values for a 
predefined n number of sensors in the form of: (s1, v1, t1), (s2, v2, t2), 
..., (sn, vn, tn), where (si, vi, ti) indicates the value of sensor s = i at 
time ti. After each period α, a new collection of data is collected and 
saved. In general α = 5 and it means every 5 min. When reading 
the data from the database, the data comes as a data stream. The 
table in the database has basically 4 columns, however the first 3 
columns were interesting for this research. The first column 
contains sensor id si the second column is the value vi of sensor si 
at time ti and the third column is the DCS system time ti. Figure 1 
shows a typical data stream for some sensors. For classification of 

whether or not, a sensor has experienced a faulty condition, this 
research used MATLAB‟s Fuzzy Logic toolbox tools; in particular 
we used the genfis2 method to generate a model. This method 
uses subtractive fuzzy clustring algorithm which is fast for 
estimating the number of clusters and centroids in a set of data. 
The generated model is a Sugeno-type fuzzy inference system. It 
was introduced by Sugeno (1985), that is very similar to the method 
introduced by Mamdani and Assilian (1975) which was based on 

Lotfi Zadeh's 1973 paper on fuzzy algorithms for complex systems 
and decision processes (Zadeh, 1973). To handle each sensor‟s 
data, a fuzzy clustering of sensor data was done. Each sensor is 
considered as a class for itself, therefore the model is capable of 
dealing with n classes. Maximum number of classes that were used 
for this research were intentionally limited to 18 for simplicity 
reasons. In MATLAB, we used the following commands to load data 
and generate clustering:  load testing.txt; fismat = genfis2 
(training_input, training_output, 0.5) genfis2 has the following 

syntax: 
 
“fismat = genfis2(Xin,Xout,radii) 
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Figure 2. Data of a sensor over the time. 

 
 
 
The arguments for genfis2 are as follows: 
 
Xin is a matrix in which each row contains the input values of a data 
point. 
 

i) Xout is a matrix in which each row contains the output values of a 

data point. 
ii) Radii is a vector that specifies a cluster center's range of 
influence in each of the data dimensions assuming the data falls 
within a unit hyperbox” (MathWorks). 
 

For simulation and evaluation or testing the model, we used 
MATLAB's evalfis method. We used the following commands: load 
training.txt; out = round [evalfis (testing_input, fismat)]; 
evalfis performs fuzzy inference calculations and has the following 
syntax: output = evalfis (input, fismat) and evalfis has the following 
arguments: 
 
 
Input 

 
A number or a matrix specifying input values. If input is an M x N 
matrix, where N is number of input variables, then evalfis takes 

each row of input as an input vector and returns the M x L matrix to 
the output variable, where each row is an output vector and L is the 
number of output variables. 
 

 
Fismat 
 

A FIS structure to be evaluated (MathWorks). 
The result of clustering is in best case 0 or 1, where in our 

definition, 0 stands for clusters of normal data and 1 for clusters of 
data where sensor data indicate faultiness. If the determination of 
clustering becomes difficult, we can use adaptive-network-based 
fuzzy inference system (ANFIS). ANFIS uses a hybrid learning 
procedure which can construct an input-output mapping based on 
both human knowledge (in the form of fuzzy if-then rules) and 
stipulated input-output data pairs. In case of a simulation, the 
ANFIS architecture is employed to model nonlinear functions, 
identify nonlinear components on-line in a control system, and 
predict a chaotic time series, all yielding remarkable results (Jang, 
1993). The significance of this classification lies in the following 

factors, first, this model can be used for online data streams, it has 
proven to be very efficient, and data streams coming from DCS or 
OPC Server have online nature, second, operators and engineers 
at the refinery can only monitor limited number of sensors at the 
same time, but there are thousands of sensors across the refinery, 
thus the model used in this research is seen as additional tool for 
warning the operators, when one or more sensors fail. This model is 
capable of identifying all faulty sensors. Next step in our model 
building was to visualize the data to see, whether or not, there are 
sensor failures, Figure 2 shows the data of a sensor over time. 
Figure 2 shows data behaviour of the sensor 1. For each sensor si 
(i = 1, 2, ..., n), there exists m features or properties which are 
shown in a property set P = {p1, p2, ..., pm}. Major properties used in 
this model were p1 = class id, p2 = date and time of data recording, 

and p3 = sensor value. After initial clustering, an automatic data 
cleansing on all classes were done. Missing data were replaced by 
mean values of each class and records with values outside of 
minimum and maximum range were discarded. These data were 
saved in a warehouse for further treatment. For data cleansing and 
dealing with missing data, a tree like decision algorithm was used to 
solve issues such as unusual values and missing values. Figure 3 
illustrates a table with values of multi sensors. Usually time series 

are applied on existing data to predict their future values. In case of 
sensor data, time series would predict future common values for 
sensors and not the next occurrence of the sensor failure. To 
overcome this problem we  had to create new time series from the 
existing time series for each sensor with a history of failures. We 
defined a time series which is created out of another time series as 
“derived time series” (DTS). To the best of our knowledge, this is 
the first time that such term is defined. 

The steps to create a DTS were explained as follows: In our time 

series, values are usually numeric and represent temperature, 
pressure, flow and so on depending on sensor type. Value “NaN” 
indicates a fault of sensor. To measure the distribution of the data 
fault, it was necessary to calculate the time difference between 
each successive fault events, time difference and time of 
occurrence of each fault were saved in a separate table as shown 

in Figure 4. Each record has a structure of (ti, ), where ti is the 

time when the failure is recorded and time difference is given by 

, where (i = 0, 1, 2, ...). In Figure 4, the first 

record might be biased because we did not know when exactly 
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Figure 3. Records of some sensors. 

 
 
 

 
 
Figure 4. Time difference. 

sensor 1, for example, was used for the first time; therefore we 
assumed that the time of first recording was the first time of usage. 
Hence, in the example shown in Figure 4, value of 145 indicates 

number of days that were elapsed from the start date t0, until t1 
when the first failure was recorded. 

 

(  

 
DTS are useful when initial time series are not practical or 
meaningful for prediction, however their DTS can be used to predict 
irregularities in a system, or in ideal case and determine 

regularities. Authors of this paper see  applications for DTS in 
various scientific and engineering areas such as in manufacturing, 
production and health industry to name a few. The next step after 
creating DTS table was to forecast the next occurrence of a sensor 
failure. For this authors of this paper used, time series model of 
SPSS PASW v.13 and v.14 (former clementie), which uses ARIMA 
algorithm to forecast values, we also used another data mining tool 
(forecast model) provided as an adds-in in Microsoft Excel 2007; it 

uses data mining tools of Microsoft SQL 2008 Server. Microsoft 
Forecast model uses a blend of ARTxp and ARIMA. Details on how 
this model works was given by Christopher et al. (2002) and 
Microsoft (2008). There are different algorithms that can do the 
forecasting such as time series regression model and exponential 
smoothing, however ARIMA has shown good forecasting 
performance (Sanchez, 2004), for this reason we decided to use 
ARIMA in our model. Pseudocode of the algorithm used in this 
paper is presented as follows: 

 
For each sensor: 

 
Verify anomaly, 
IF anomaly then//report anomaly, 
Perform DST, 
Predict next anomaly occurrence, 
Else, 

Read next sensor value, 
End IF, 
End For. 
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Figure 5. Results of two forecasting models. 

 
 
 

 
 

Figure 6. Graph of the final prediction. 

 
 
 
RESULTS 
 
For anomaly detection, this research used 5999 records 
for training and 5631 records for testing the model. This 
model achieved a classification accuracy of 100%. 
Models used in this paper are capable of detecting 
anomalies in a time series. Figure 5 illustrates the 
outcome of prediction occurance of sensor failures using 
two algorithms ARIMA in SPSS-PASW and Forcast in 
Microsoft Excel 2007 with a connection to Microsoft SQL 
Server 2008. Figure 6 shows the graph of the final 
prediction for the sensors, data sources for this graph 
come from columns 2 and 3 displayed in Figure 5. In 
order to see how well the aforementioned forecast 
models do, researchers decided to run the DTS data set 

against both models, but to exclude last record of each 
sensor. In other words, researchers wanted to know how 
well the methods can predict the last value. Figure 7 
illustrate the result, data source for this graph are 
columns 5 and 6 (red line represents predicted values 
using PASW v.14's ARIMA model, green line represents 
predicted values using MS-SQL Server 2008's forecast 
model and column 4 represnts the values that were 
supposed to be predicted, represented by blue line – 
value 1. We ran prediction models against the DTS data 
set and this time, we omitted 2 values of each sensor 
from the data set. The purpose was to determine how 
well those models predict second last value of the data 
set with less available data set, graph of this test is 
shown in Figure 8. Data source for this graph comes from  



Saybani et al.          5693 
 
 
 

 
 

Figure 7. Graph of prediction for last value of DTS data set. 

 
 
 

 
 
Figure 8. Graph of prediction for second last value of DTS data set. 

 
 
 
the last 3 columns shown in Figure 5 (red line represents 
predicted values using PASW v.14's ARIMA model, 
green line represents predicted values using MS-SQL 
Server 2008's forecast model and column 4 represnts the 
values that were supposed to be predicted, represented 
by blue line - value 2. 
 
 
CONCLUSIONS 
 
In this research we have shown data mining techniques 
for classifying data streams at a refinery, a fuzzy-based 
predictor model was generated automatically using 
subtractive fuzzy clustering method; in particular we used 
fuzzy inference system and fuzzy clustering to cluster 
sensors. After clustering and identifying sensor failures, 

we created a new model for forecasting the occurance of 
next sensor failure. We determined time difference 
between each two consecutive sensor failures and the 
result was inserted in a DTS table as the input for the 
time series model. Researchers used Time Series Model 
in SPSS-PASW v.13 and v.14, as well as “forecast” 
model of Microsoft SQL Server 2008 add-ins for office 
2007. Different models deliver different results, this is 
natural and is due to differences in algorithms used by 
these models. When it comes to decide what model 
should be used, we recommend , if there is a possibility 
of having multiple models, then in order to be on the safe 
side, one should use the value of such model that gives 
the lowest value, obviousley it is better to be prepared for 
it sooner than later. To the best of our knowledge, this 
research is the first of its  kind  carried  out  in  a  refinery,  
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especially in Persian Gulf area and definitely in Iran. We 
are the creators of derived time series (DTS), and have 
shown that our model can be used to detect and predict 
sensor failures. 

Our models can serve as additional tool, which could 
help engineers and operators to optimize the oil refinery 
productions. It gives experts at the oil refinery the 
opportunity to have two parallel models. They have the 
option to compare the models and their results and 
choose prefered model. 
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