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1 Introduction

Let H(U) be the class of functions analytic in U = {z € C: |z| < 1} and Hla, n] be the
subclass of H(LI) consisting of functions of the form fiz) = a + a,2" + a,.1z""" + ...,
with Hy = H[0, 1] and H = H[1, 1]. Denote A(p) by the class of all analytic functions of
the form

oo
f(z)=2"+ Zapmz’””(p eN={1,23, ...};zel) (1.1)

n=1
and let A (1) = A. For f, F € H(U), the function f(z) is said to be subordinate to F(z),
or F(z) is superordinate to f(z), if there exists a function w(z) analytic in U with @(0) =
0 and |w(z)| <1(z € U), such that flz) = F(w(z)). In such a case we write flz) < F(z). If

F is univalent, then f(z) < F(z) if and only if f0) = F(0) and AU) < F(U) (see [1,2]).

Let ¢ : C2 x U — C and Ah(z) be univalent in U. If p(z) is analytic in U and satisfies

the first order differential subordination:
¢ (p(2), 20/ (2); 2) < h(2), (1.2)

then p (z) is a solution of the differential subordination (1.2). The univalent function
q (z) is called a dominant of the solutions of the differential subordination (1.2) if p(z)
< ¢(z) for all p(z) satistying (1.2). A univalent dominant g that satisfies g < g for all
dominants of (1.2) is called the best dominant. If p(z) and @(p(z), zp’ (2) ; z) are univa-
lent in U and if p(z) satisfies the first order differential superordination:

h(z) < ¢ (p(2),20'(2);2) (1.3)

then p(z) is a solution of the differential superordination (1.3). An analytic function ¢
(2) is called a subordinant of the solutions of the differential superordination (1.3) if g
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(2) < plz) for all p(z) satisfying (1.3). A univalent subordinant 4 that satisfies ¢ < g for
all subordinants of (1.3) is called the best subordinant (see [1,2]).
The general Hurwitz-Lerch Zeta function ®(z, s, a) is defined by:

®(z, s, a) = Z (nia)s' (1.4)
n=0

(aeC\Zy; Zy ={0,—1,-2,...}; s € C when |z] <1; R{s} >1 when [z| = 1).

For further interesting properties and characteristics of the Hurwitz-Lerch Zeta func-
tion ®(z, s, a) (see [3-7]).

Recently, Srivastava and Attiya [8] introduced the linear operator Ly, : A — A,
defined in terms of the Hadamard product by

Lip(f)(2) = Gsp(2) x f(2)(z € U;b € C\Zg ;s € C), (1.5)
where
Gsp = (L+b)’[D(2, 5, b) —b~°](z € U). (1.6)

The Srivastava-Attiya operator Ly, contains among its special cases, the integral
operators introduced and investigated by Alexander [9], Libera [10] and Jung et al.

11].
| A]nalogous to Ly, Liu [12] defined the operator ], : A(p) — A(p) by
Josv(F)(2) = Gpsp(2) *f(2) (z € U; b € (C/Za;s e C;p eN), (1.7)
where
Gpsp = (1+b)’[Pp(z, 5, b) — b7
and
@z s, b) = ; +nz_(; " iﬂi by (1.8)

It is easy to observe from (1.7) and (1.8) that

> 1+b \° e
ha)@ =2+ (177, ) 19)
n=1

We note that

(@) JposN(2) = f(2);

(it) J1,55(f)(2) = Lspf(2) (s € C,b € C\Z ), where the operator L, was introduced by
Srivastava and Attiya [8];

(iii) Jp 1ep_1 (f) @ =Fup (f @) (v> —p,p € N), where the operator F,,, was intro-
duced by Choi et al. [13];

(iv) Jpap(f)(2) = I5f(2) (¢ = O, p € N), where the operator Ij was introduced by
Shams et al. [14];

) Jpmp-1(f)(z) =J)'f(z) (m € No = NU {0}, p € N), where the operator J;' was
introduced by El-Ashwah and Aouf [15];
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i) Jpmpsi-1(f)(2) =J5'(Df (z) (m € No, p € N, 1 > 0), where the operator J;'(I) was
introduced by El-Ashwah and Aouf [15].
It follows from (1.9) that:

2ps+1,(E) = (b+ Dlpsp()(2) = (b + 1 = pps+1,(F)(2). (1.10)

To prove our results, we need the following definitions and lemmas.
Definition 1 [1]Denote by F the set of all functions q(z) that are analytic and injec-

tive on U\E(q)where
E(q) = {; edl: lirr{lq(z) = oo}

and are such that q'({) = 0 for { € JU\E(q). Further let the subclass of F for which q
(0) = a be denoted by F (a), F (0) = Foand F (1) = F;.

Definition 2 [2]A function L (z, t) (z€ U, t > 0) is said to be a subordination chain
if L (0, t) is analytic and univalent in U for all t > 0, L (z, 0) is continuously differenti-
able on [0; 1) for allze Uand L (z, t;) < L (z, t,) for all 0 < t; < ¢,.

Lemma 1 [16]The function L(z,t) : U x [0; 1) — C of the form

L(z, t) = a1 (t)z+ay(t)z2 + --- (a1(t) #0;t > 0)
and tlgglo la1 ()] = 0045 g subordination chain if and only if

Re {ZaL(Z, t)/0z

dL(z, t)/dt } >0(zel, t=0).

Lemma 2 [17]Suppose that the function H : C2 — C satisfies the condition
Re{ H (is; t)} <O

for all real s and for all t < -n (1 + s%) /2, n e N. If the function p(z) = 1+p,2"+p,

1 . ..
Z" 4 s analytic in U and

Re {H (p(2);zp'(z))} > 0 (z € L),

then Re {p(z)} >0 for ze U.
Lemma 3 [18]Let k, y € Cwith k = 0 and let h € H(U) with h(0) = ¢. If Re {kh(z) +
% > 0 (z e U), then the solution of the following differential equation:

zq'(z)

T )+ y

=h(z) (z € U;q(0) = ¢)

is analytic in U and satisfies Re {rkq(z) + 7} > 0 for z e U.
Lemma 4 [1]Let p € F (a) and let q(z) = a + a, 2" + an,12™"" + ..be analytic in U

with q (z) # a and n > 1. If q is not subordinate to p, then there exists two points zo =
ro€? e Uand & e dU \E(q) such that

a(Ur,) < p(U); q(20) = p(&o) andzop'(z0) = m&op'(So)(m = n).

Lemma 5 [2]Let g€ Hla; 1] and ¢ : C* — C. Also set ¢(q(2), zq'(2)) = h(2). If L(z, t) =
¢ (q (2), tzq'(2)) is a subordination chain and q € H[a; 11N F (a) , then
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h(z) < ¢ (4(2), 24'(2)),

implies that q(z) < p(z). Furthermore, if p(q(2), zq'(z)) = h(z) has a univalent solution
q € F(a), then q is the best subordinant.

In the present article, we aim to prove some subordination-preserving and superordi-
nation-preserving properties associated with the integral operator J, ;. Sandwich-type
result involving this operator is also derived.

2 Main results
Unless otherwise mentioned, we assume throughout this section that b € C\Z;, s € C,

Re (b}, u >0, pe N, z e U and the powers are understood as principle values.
Theorem 1. Let f, g A (p) and

efr S oo (i) (577 reew) e

where 0 is given by

5 < 1+u?b+1)2 =11 —uz(b+1)2|

ap[1 + Re(b)] (z e U). (2.2)
Then the subordination condition
Jps—16(F) @)Y (Jesb (D@ (Tos-16(8) =)\ (Tosn(8)(2) )"
(o ) (3) =< Gt ) (59 23
implies that
Joso (D@ (Tosn(8)(2)\*
(i (.

where (I ""'b;(,f) (Z))M is the best dominant.

Proof. Let us define the functions F(z) and G(z) in U by

o) - (Jp,s,bg)(z)yan dce) - (fp,s,bif)(z))“(z e 2.5)

and without loss of generality we assume that G(z) is analytic, univalent on {j and
G'(¢) #0 (I¢l=1).

If not, then we replace F(z) and G(z) by F(pz) and G(pz), respectively, with 0 < p <1.
These new functions have the desired properties on {J, so we can use them in the
proof of our result and the results would follow by letting p — 1.

We first show that, if

zG"(z)

) (z € U), (2.6)

q(z) =1+

then

Re{q(z)} > 0 (z € U).
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From (1.10) and the definition of the functions G, ¢, we obtain that

_ zG'(z)

$(2) = G(2) + w(b+1) (2.7)

Differentiating both sides of (2.7) with respect to z yields
o 1 ’ 2G"(2)

¢(Z)_(1+u(b+l)>c(z)+u(b+l)' (2.8)

Combining (2.6) and (2.8), we easily get
z¢"(2) _ 2 (z)  _

1+ (2) =q(z) + 4(2) + u(b+ 1) = h(z) (z € U). (2.9
It follows from (2.1) and (2.9) that

Re{h(z) + u(b+ 1)} > 0(z € U). (2.10)

Moreover, by using Lemma 3, we conclude that the differential Equation (2.9) has a
solution ¢g(z) € H(U) with h(0) = g(0) = 1. Let

v
7 = 8/
H(u, v) u+u+,u(b+1)+

Where o is given by (2.2). From (2.9) and (2.10), we obtain
Re {H(q(2);)zq'(z))} > 0(z € U).

To verify the condition

2
Re{H(iv; 1)} < 0 (0 cRit<— ! +20 ) , (2.11)

we proceed as follows:

Re{H (i¥; 1)}

Re {iﬂ " g 3} _ (1 +Re(D))

w(b+1)+iv i (b + 1) +i0)?
_Y(b,9)
= 2u(b+ 1)+

where
T(b, ¥, 8) = [u(1 + Re(b)) — 28]92 — 48uIm(b)® — 28|u(b + 1)1* + w(1 + Re(b}).  (2.12)

For 6 given by (2.2), the coefficient of 9* in the quadratic expression Y(b, 9, d) given
by (2.12) is positive or equal to zero. To check this, put u(b + 1) = ¢, so that

(1 + Re(b)) = ¢; and uIm(b) = c,.
We thus have to verify that

cp—26 >0,
or

IR e

c1 > 26
261
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This inequality will hold true if

23+ 11 = > 1+cl? =1+¢] +¢3,
that is, if

|1 —c?| > 1—Re(c?),

which is obviously true. Moreover, the quadratic expression Y(b, 9, d)by 9 in (2.12) is
a perfect square for the assumed value of ¢ given by (2.2). Hence we see that (2.11)
holds. Thus, by Lemma 2, we conclude that

Re {g(z)} > 0 (z € U),

that is, that G defined by (2.5) is convex (univalent) in U. Next, we prove that the

subordination condition (2.3) implies that
F(z) < G(2),
for the functions F and G defined by (2.5). Consider the function L(z, £) given by

(1 +1)zG'(z)

L(z, t) = G(z) + (b +1) (0<t<oo;zel). (2.13)
We note that
dL(z, /
gzzt) =GO (1+ M(b:tl)) £0(0<t<o0;ze U Re {u(b+1)) > 0).

This show that the function
Lz, t)=a1()z+---
satisfies the condition a; (£) # 0 (0 < ¢ < ). Further, we have

{zaL(z, t)/0z

dL(z, t)/ot } =Re{u(b+1)+(1+1)qg(z)} > 0(0 <t <o0;z€U).

Since G(z) is convex and Re {¢#(b + 1)} >0. Therefore, by using Lemma 1, we deduce
that L(z, t) is a subordination chain. It follows from the definition of subordination
chain that

zG'(z)

up+1) “LE O

9(2) = G(z) +

and
L(z, 0) < L(z, t) (0 <t < 00),
which implies that
L(¢, ) ¢ L(U, 0) = $(U) (0 < t < 00; ¢ € U). (2.14)

If F is not subordinate to G, by using Lemma 4, we know that there exist two points
zo € U and {, € oU such that

F(z0) = G(%0) andzoF'(z0) = (1 +1)0G'(50) (0 < t < 00). (2.15)
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Hence, by using (2.5), (2.13), (2.15) and (2.3), we have

(1 +6)50G'(%0)
G(go) + (b +1) = F(z9) +
<7p,s1,b (f )(Z)> (fp,s,b (=)

Tpsn(F)(2) 7

This contradicts (2.14). Thus, we deduce that F < G. Considering F = G, we see that
the function G is the best dominant. This completes the proof of Theorem 1.

Z()F/(Z())
m(b+1)

)M € ¢(U).

L(§OI t)

We now derive the following superordination result.
Theorem 2. Let f, g€ A (p) and

w55l () (0 e

where 0 is given by (2.2) . If the function (]p's“] UXZ)) (]p’s’b(f) (=)

Jpsp(F)(2) 4

I
in U and (]p ’s’bg)(z)) e F, then the superordination condition

i
) is univalent

(s (@) < (et (POY. e
implies that
(59) < (P9). o

w
where (]p,s,bg) (Z)> is the best subordinant.

Proof. Suppose that the functions F, G and g are defined by (2.5) and (2.6), respec-
tively. By applying similar method as in the proof of Theorem 1, we get

Re{q(z)} > 0 (z € U).

Next, to arrive at our desired result, we show that G < F. For this, we suppose that
the function L(z, t) be defined by (2.13). Since G is convex, by applying a similar
method as in Theorem 1, we deduce that L(z, ¢) is subordination chain. Therefore, by
using Lemma 5, we conclude that G < F. Moreover, since the differential equation

/
60 =66+ 1) <0 (06, 61@)

has a univalent solution G, it is the best subordinant. This completes the proof of
Theorem 2.

Combining the above-mentioned subordination and superordination results involving
the operator J,,;,, the following “sandwich-type result” is derived.

Theorem 3. Let f, g€ A (p) (j = 1, 2) and

@) (@@ (s @)@
Re{l ¢,f(z)} 5("”()‘<Jp,s,b(gj)(z)>< 39) =12z cu).
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where 0 is given by (2.2) . If the function (]p's_l’b(f)(z)) (]p’s’b(f)(z)

Josp(f)(2) 2
m
in U and (Ip ’S’bg)(z)> € F, then the condition

%
) is univalent

(fp,s—l,b(gl)(Z)> (Ip,s,b(gl)(Z))“ . (fp,s—l,b(f)(Z)> (fp,s,b(f)(Z)>“

Tpsp(81)(2) 2 Jpss(f)(2) ? (2.19)
< (Jp,s_l,b(gz)(z)) (fp,s,b(gz)(z))" '
Tpsh(82)(2) 2 ’
implies that
w Iz o
(]p,s,b(fpl)(z)> . (]P,s,bg)(z)) - (fp,s,b(ziz)(z)) , (2.20)

2k bid

and the best dominant.

2 n
where (Ip’s’b(gl)(z)) and (]p’s’b(gZ)(Z)> are, respectively, the best subordinant

Remark. (i) Puttingy = 1, b = p and s = oloe = 0, p € N) in our results of this arti-
cle, we obtain the results obtained by Aouf and Seoudy [19];
(ii) Specializing the parameters s and b in our results of this article, we obtain the

results for the corresponding operators F,,, Iy, ) and Jy'()which are defined in the

introduction.
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