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Abstract
In the present paper, a bivariate generalization of the q-Szász-Mirakjan-Kantorovich
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1 Introduction
In [] the Kantorovich type generalization of the Szász-Mirakjan operators is defined by

Kn(f ,x) := ne–nx
∞∑
k=

(nx)k

k!

∫ (k+)/n

k/n
f (t)dt, f ∈ C[,∞),  ≤ x < ∞.

In [], for each positive integer n, Aral and Gupta defined q-type generalization of Szász-
Mirakjan operators as

Sqn(f ;x) := Eq

(
–[n]q

x
bn

) ∞∑
k=

f
(
[k]qbn
[n]q

)
([n]qx)k

[k]q!(bn)k
,

where  < q < , f ∈ C[,∞),  ≤ x < bn
(–q)[n]q , bn is a sequence of positive numbers such

that limx→∞ bn = ∞.
Recently, q-type generalization of Szász-Mirakjan operators, which was different from

that in [], was introduced, and the convergence properties of these operatorswere studied
byMahmudov [].Weighted statistical approximation properties of themodified q-Szász-
Mirakjan operators were obtained in []. Also, Durrmeyer and Kantorovich-type gen-
eralizations of the linear positive operators based on q-integers were studied by some
authors. The Bernstein-Durrmeyer operators related to the q-Bernstein operators were
studied by Derriennic []. Gupta [] introduced and studied approximation properties
of q-Durrmeyer operators. The generalizations of the q-Baskakov-Kantorovich operators
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were constructed and weighted statistical approximation properties of these operators
were examined in [] and []. The q-extensions of the Szász-Mirakjan, Szász-Mirakjan-
Kantorovich, Szász-Schurer and Szász-Schurer-Kantorovich operators were given shortly
in []. Generalized Szász Durrmeyer operators were studied in []. With the help of
qR-integral, Örkcü and Doğru [] introduced a Kantorovich-type modification of the
q-Szász-Mirakjan operators as follows:

Kq
n (f ;x) := [n]qEq

(
–[n]q

x
q

) ∞∑
k=

([n]qx)k

[k]q!qk

∫ [k+]q/[n]q

q[k]q/[n]q
f (t)dR

q t, (.)

where q ∈ (, ),  ≤ x < q
–qn , f ∈ C[,∞).

The paper of Mursaleen et al. [] is one of the latest references on approximation by
q-analogue. They investigated approximation properties for new q-Lagrange polynomials.
Also, the q-analogue of Bernstein-Schurer-Stancu operators were introduced in [].
On the other hand, Stancu [] first introduced linear positive operators in two and

several dimensional variables. Afterward, Barbosu [] introduced a generalization of
two-dimensional Bernstein operators based on q-integers and called them bivariate
q-Bernstein operators. In recent years, many results have been obtained in the Korovkin-
type approximation theory via A-statistical convergence for functions of several variables
(for instance, [–]).
In this study, we construct a bivariate generalization of the Szász-Mirakjan-Kantorovich

operators based on q-integers and obtain the weighted A-statistical approximation prop-
erties of these operators.
Now we recall some definitions about q-integers. For any non-negative integer r, the

q-integer of the number r is defined by

[r]q =

⎧⎨
⎩
 + q + · · · + qr– if q �= ,

r if q = ,

where q is a positive real number. The q-factorial is defined as

[r]q! =

⎧⎨
⎩
[]q[]q · · · [r]q if r = , , . . . ,

 if r = .

Two q-analogues of the exponential function ex are given as

Eq(x) =
∞∑
n=

qn(n–)/
xn

[n]q!
, x ∈R,

εq(x) =
∞∑
n=

xn

[n]q!
, |x| < 

 – q
.

The following relation between q-exponential functions Eq(x) and εq(x) holds

Eq(x)εq(–x) = , |x| < 
 – q

. (.)
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In the fundamental books about q-calculus (see [, ]), the q-integral of the function f
over the interval [,b] is defined by

∫ b


f (t)dqt = b( – q)

∞∑
j=

f
(
bqj

)
qj,  < q < .

If f is integrable over [,b], then

lim
q→–

∫ b


f (t)dqt =

∫ b


f (t)dt.

A generally accepted definition for q-integral over an interval [a,b] is

∫ b

a
f (t)dqt =

∫ b


f (t)dqt –

∫ a


f (t)dqt.

In order to generalize and spread the existing inequalities, Marinkovic et al. consid-
ered a new type of q-integral. So, the problems that ensue from the general definition
of q-integral were overcome. The Riemann-type q-integral [] in the interval [a,b] was
defined as

∫ b

a
f (t)dR

q t = ( – q)(b – a)
∞∑
j=

f
(
a + (b – a)qj

)
qj,  < q < .

This definition includes only a point inside the interval of the integration.

2 Construction of the bivariate operators
The aim of this part is to construct a bivariate extension of the operators defined by (.).
For n ∈ N,  < q,q <  and  ≤ x < q

–qn
,  ≤ y < q

–qn
, the bivariate extension of the

operators Kq
n (f ;x) is as follows:

Kq,q
n (f ;x, y) = [n]q [n]qEq

(
–[n]q

x
q

)
Eq

(
–[n]q

y
q

)

×
∞∑
l=

∞∑
k=

([n]qx)k

[k]q !qk

([n]qy)l

[l]q !ql

×
∫ [l+]q /[n]q

q[l]q /[n]q

∫ [k+]q /[n]q

q[k]q /[n]q
f (t, s)dR

q t d
R
qs, (.)

where
∫ d

c

∫ b

a
f (t, s)dR

q t d
R
qs = ( – q)( – q)(b – a)(c – d)

×
∞∑
j=

∞∑
i=

f
(
a + (b – a)qi, c + (c – d)qj

)
qiq

j
. (.)

Also, f is a qR-integrable function, so the series in (.) converges. It is clear that the op-
erators given in (.) are linear and positive.
First, let us give the following lemma.
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Lemma  Let eij = xiyj, (i, j) ∈N ×N with i+ j ≤  be the two-dimensional test functions.
Then the following results hold for the operators given by (.):

(i) Kq,q
n (e;x, y) = ;

(ii) Kq,q
n (e;x, y) = x +


[]q


[n]q

;

(iii) Kq,q
n (e;x, y) = y +


[]q


[n]q

;

(iv) Kq,q
n (e;x, y) = qx +

(
q +


[]q

)


[n]q
x +


[]q


[n]q

;

(v) Kq,q
n (e;x, y) = qy +

(
q +


[]q

)


[n]q
y +


[]q


[n]q

.

Proof From
∫ [l+]q /[n]q
q[l]q /[n]q

∫ [k+]q /[n]q
q[k]q /[n]q

dR
q t d

R
qs =


[n]q [n]q

and the equality in (.), we have

Kq,q
n (e;x, y) = Eq

(
–[n]q

x
q

)
Eq

(
–[n]q

y
q

)

×
∞∑
l=

∞∑
k=

([n]qx)k

[k]q !qk

([n]qy)l

[l]q !ql
= .

Since
∫ [l+]q /[n]q
q[l]q /[n]q

∫ [k+]q /[n]q
q[k]q /[n]q

t dR
q t d

R
qs =


[n]q [n]q

( q[k]q[n]q
+ 

[]q


[n]q
), we get from the lin-

earity of Kq,q
n that

Kq,q
n (e;x, y) = Eq

(
–[n]q

x
q

)
Eq

(
–[n]q

y
q

)

×
∞∑
l=

∞∑
k=

q[k]q
[n]q

([n]qx)k

[k]q !qk

([n]qy)l

[l]q !ql

+ Eq

(
–[n]q

x
q

)
Eq

(
–[n]q

y
q

)

×
∞∑
l=

∞∑
k=


[]q


[n]q

([n]qx)k

[k]q !qk

([n]qy)l

[l]q !ql
.

Then we have from the definition of q-factorial and Kq,q
n (e;x, y) = 

Kq,q
n (e;x, y) = Eq

(
–[n]q

x
q

)
Eq

(
–[n]q

y
q

)

×
∞∑
l=

∞∑
k=

x([n]qx)k–

[k – ]q !qk–

([n]qy)l

[l]q !ql
+


[]q


[n]q

= x +


[]q


[n]q

.
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Similarly, we write that

Kq,q
n (e;x, y) = y +


[]q


[n]q

.

Now we compute the value Kq,q
n (e;x, y). Applying the equalities

∫ [l+]q /[n]q
q[l]q /[n]q

×∫ [k+]q /[n]q
q[k]q /[n]q

t dR
q t d

R
qs = 

[n]q [n]q
(
q [k]


q

[n]q
+ 

[]q

q[k]q
[n]q

+ 
[]q


[n]q

), Kq,q
n (e;x, y) = x +


[]q


[n]q

and Kq,q
n (e;x, y) = , we obtain

Kq,q
n (e;x, y) = Eq

(
–[n]q

x
q

)
Eq

(
–[n]q

y
q

)

×
∞∑
l=

∞∑
k=

q [k]q
[n]q

([n]qx)k

[k]q !qk

([n]qy)l

[l]q !ql

+


[]q


[n]q

x +


[]q


[n]q

.

Next, using the fact that [k]q = q[k – ]q + , we obtain

Kq,q
n (e;x, y) = Eq

(
–[n]q

x
q

)
Eq

(
–[n]q

y
q

)

×
∞∑
l=

∞∑
k=

q[k – ]q + 
[n]q

([n]qx)k

[k – ]q !qk–

([n]qy)l

[l]q !ql

+


[]q


[n]q

x +


[]q


[n]q

= Eq

(
–[n]q

x
q

)
Eq

(
–[n]q

y
q

)

×
∞∑
l=

∞∑
k=

qx
([n]qx)k–

[k – ]q !qk–

([n]qy)l

[l]q !ql

+ Eq

(
–[n]q

x
q

)
Eq

(
–[n]q

y
q

)

×
∞∑
l=

∞∑
k=

q
[n]q

x
([n]qx)k–

[k – ]q !qk–

([n]qy)l

[l]q !ql

+


[]q


[n]q

x +


[]q


[n]q

= qx +
(
q +


[]q

)


[n]q
x +


[]q


[n]q

.

Similarly, we write

Kq,q
n (e;x, y) = qy +

(
q +


[]q

)


[n]q
y +


[]q


[n]q

,

which completes the proof. �
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3 A-Statistical approximation properties
The Korovkin-type theorem for functions of two variables was proved by Volkov [].
The theorem on weighted approximation for functions of several variables was proved by
Gadjiev in [].
Let Bω be the space of real-valued functions defined on R

 and satisfying the bounded
condition |f (x, y)| ≤ Mf ω(x, y), where ω(x, y) ≥  for all (x, y) ∈ R

 is called a weight func-
tion if it is continuous on R

 and lim√
x+y→∞ ω(x, y) = ∞. We denote by Cω the space of

all continuous functions in the Bω with the norm

‖f ‖ω = sup
(x,y)∈R

|f (x, y)|
ω(x, y)

.

Theorem  [] Let ω(x, y) and ω(x, y) be weight functions satisfying

lim√
x+y→∞

ω(x, y)
ω(x, y)

= .

Assume that Tn is a sequence of linear positive operators acting from Cω to Bω . Then, for
all f ∈ Cω ,

lim
n→∞‖Tnf – f ‖ω = 

if and only if

lim
n→∞‖TnFν – Fν‖ω =  (ν = , , , ),

where F(x, y) = ω(x)
+x+y , F(x, y) =

xω(x)
+x+y , F(x, y) =

yω(x)
+x+y , F(x, y) =

(x+y)ω(x)
+x+y .

In [], using the concept of A-statistical convergence, Erkuş and Duman investigated
a Korovkin-type approximation result for a sequence of positive linear operators defined
on the space of all continuous real-valued functions on any compact subset of the real
m-dimensional space.
Now we recall the concepts of regularity of a summability matrix and A-statistical con-

vergence. Let A := (ank) be an infinite summability matrix. For a given sequence x := (xk),
the A-transform of x, denoted by Ax := ((Ax)n), is defined as (Ax)n :=

∑∞
k= ankxk pro-

vided the series converges for each n. A is said to be regular if limn(Ax)n = L whenever
limx = L []. Suppose that A is a non-negative regular summability matrix. Then x is
A-statistically convergent to L if for every ε > , limn

∑
k:|xk–L|≥ε ank = , and we write

stA- limx = L []. Actually, x is A-statistically convergent to L if and only if, for every
ε > , δA(k ∈ N : |xk – L| ≥ ε) = , where δA(K) denotes the A-density of the subset K of
the natural numbers and is given by δA(K) := limn

∑∞
k= ankχK (k) provided the limit exists,

where χK is the characteristic function ofK . IfA = C, the Cesáromatrix of order one, then
A-statistical convergence reduces to the statistical convergence []. Also, takingA = I , the
identity matrix, A-statistical convergence coincides with the ordinary convergence.

http://www.journalofinequalitiesandapplications.com/content/2013/1/324
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We considerω(x, y) = +x +y andω(x, y) = (+x +y)+α for α > , (x, y) ∈R

, where

R

 := {(x, y) ∈R

 : x ≥ , y≥ }.
We obtain statistical approximation properties of the operator defined by (.) with the

help of Korovkin-type theorem given in []. Let (q,n) and (q,n) be two sequences in the
interval (, ) so that

stA- limn qn,n =  and stA- limn qn,n = ,

stA- limn


[n]q,n
=  and stA- limn


[n]q,n

= .
(.)

Theorem  Let A = (ank) be a nonnegative regular summability matrix, and let (q,n) and
(q,n) be two sequences satisfying (.).Then, for any function f ∈ Cω (R

) and qR-integrable
function, for α > , we have

stA- limn
∥∥Kq,n ,q,n

n f – f
∥∥

ω
= .

Proof Let K̃q,n ,q,n
n be defined as

K̃q,n ,q,n
n (f ;x, y) =

⎧⎨
⎩
Kq,n ,q,n
n (f ;x, y),  ≤ x < q,n

–qn,n
,  ≤ y < q,n

–qn,n
,

f (x, y), x ≥ q,n
–qn,n

, y≥ q,n
–qn,n

.

From Lemma , since |Kq,n ,q,n
n ( + t + s;x, y)| ≤ c( + x + y)+α for x ∈ [, q,n

–qn,n
) and

y ∈ [, q,n
–qn,n

), {K̃q,n ,q,n
n (f ; ·)} is a sequence of linear positive operators acting from Cω (R

)
to Bω (R

).
From (i) of Lemma , it is clear that

stA- limn
∥∥K̃q,n ,q,n

n (e; ·) – e
∥∥

ω
= 

holds. By (ii) of Lemma , we get

sup
≤x< q,n

–qn,n
,≤y<

q,n
–qn,n

|Kq,n ,q,n
n (e; ·) – e|

 + x + y

= sup
≤x< q,n

–qn,n
,≤y<

q,n
–qn,n

|x + 
[]q,n


[n]q,n

– x|
 + x + y

= sup
≤x< q,n

–qn,n
,≤y<

q,n
–qn,n


 + x + y


[]q,n


[n]q,n

=


[]q,n


[n]q,n

.
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Since stA- limn


[n]q,n
= , stA- limn ‖K̃q,n ,q,n

n (e; ·) – e‖ω = . Similarly, since stA-

limn


[n]q,n
= , stA- limn ‖K̃q,n ,q,n

n (e; ·) – e‖ω = . Also, we have from (iv) of Lemma 

sup
≤x< q,n

–qn,n
,≤y<

q,n
–qn,n

|Kq,n ,q,n
n (e; ·) – e|

 + x + y

= sup
≤x< q,n

–qn,n
,≤y<

q,n
–qn,n

|q,nx + (q,n + 
[]q,n

) 
[n]q,n

x + 
[]q,n


[n]q,n

– x|
 + x + y

≤ ( – q,n) +
(
q,n


+


[]q,n

)


[n]q,n
+


[]q,n


[n]q,n

.

So, we can write

∥∥K̃q,n ,q,n
n (e; ·) – e

∥∥
ω

≤ ( – q,n) +
(
q,n


+


[]q,n

)


[n]q,n
+


[]q,n


[n]q,n

. (.)

Since stA- limn(–q,n) = , stA- limn(
q,n
 + 

[]q,n
) 
[n]q,n

=  and stA- limn


[]q,n


[n]q,n
= , for

each ε > , we define the following sets.

D :=
{
k :

∥∥K̃q,n ,q,n
n (e; ·) – e

∥∥
ω

≥ ε
}
, D :=

{
k :  – q,k ≥ ε



}
,

D :=
{
k :

(
q,k


+


[]q,k

)


[n]q,k
≥ ε



}
, D :=

{
k :


[]q,k


[n]q,k

≥ ε



}
.

By (.), it is clear that D⊆D ∪D ∪D, which implies that for all n ∈N,

∑
k∈D

ank ≤
∑
k∈D

ank +
∑
k∈D

ank +
∑
k∈D

ank .

Taking limit as n→ ∞, we have

stA- limn
∥∥K̃q,n ,q,n

n (e; ·) – e
∥∥

ω
= .

Similarly, since stA- limn( – q,n) = , stA- limn(
q,n
 + 

[]q,n
) 
[n]q,n

=  and stA- limn


[]q,n
×


[n]q,n

= , we write stA- limn ‖K̃q,n ,q,n
n (e; ·) – e‖ω = . So, the proof is completed. �

If we define the function ϕx,y(t, s) = (t – x) + (s – y), (x, y) ∈ [, q
–qn

)× [, q
–qn

), then by
Lemma  one gets the following result

Kq,q
n

(
ϕx,y(t, s);x, y

)
= (q – )x + (q – )y +

q
[n]q

x +
q

[n]q
y

+


[]q


[n]q

+


[]q


[n]q

.

We use the modulus of continuity ω(f , δ) defined as follows:

ω(f , δ) := sup
{∣∣f (t, s) – f (x, y)

∣∣ : (t, s), (x, y) ∈R

 and

√
(t – x) + (s – y) ≤ δ

}
,
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where δ >  and f ∈ CB(R
) the space of all bounded and continuous functions on R


.

Observe that, for all f ∈ CB(R
) and λ, δ > , we have

ω(f ,λδ)≤ (
 + [λ]

)
ω(f , δ), (.)

where [λ] is defined to be the greatest integer less than or equal to λ.
By the definition of modulus of continuity, we have

∣∣f (t, s) – f (x, y)
∣∣ ≤ ω

(
f ,

√
(t – x) + (s – y)

)
,

and by (.), for any δ > ,

∣∣f (t, s) – f (x, y)
∣∣ ≤

(
 +

[√
(t – x) + (s – y)

δ

])
ω(f , δ),

which implies that

∣∣f (t, s) – f (x, y)
∣∣ ≤

(
 +

(t – x) + (s – y)

δ

)
ω(f , δ). (.)

Using the linearity and positivity of the operators Kq,q
n , we get from (.) and Kq,q

n (e;
x, y) =  that, for any n ∈ N,

∣∣Kq,q
n (f ;x, y) – f (x, y)

∣∣ ≤ Kq,q
n

(∣∣f (t, s) – f (x, y)
∣∣;x, y) + ∣∣f (x, y)∣∣∣∣Kq,q

n (e;x, y) – e
∣∣

≤ Kq,q
n

((
 +

(t – x) + (s – y)

δ

)
ω(f , δ);x, y

)

=
(
 +


δ

Kq,q
n

(
ϕx,y(t, s);x, y

))
ω(f , δ).

Now, if we replace q,n and q,n by sequences (q,n) and (q,n) to be two sequences satisfying

(.), and we take δ := δn(x, y) =
√
Kq,n ,q,n
n (ϕx,y(t, s);x, y),  ≤ x < q,n

–qn,n
,  ≤ y < q,n

–qn,n
, then

we can write

∣∣Kq,q
n (f ;x, y) – f (x, y)

∣∣ ≤ ω(f , δ).
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