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THE ANALYTIC SVD:
ON THE NON-GENERIC POINTS ON THE PATH ∗

DÁŠA JANOVSKÁ† AND VLADIMı́R JANOVSKÝ‡

Abstract. A new technique for computing the Analytic SVD is proposed. The idea is to follow a branch of just
one simple singular value and the corresponding left/rightsingular vector. Numerical computation may collapse at
non-generic points; we will consider the case when the continuation gets stuck due to a nonzero multiple singular
value. We interpret such a point as a singularity of the branch. We employ singularity theory in order to describe and
classify this point. Since its codimension is one, we meet such a point “rarely.”
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1. Introduction. A singular value decomposition (SVD) of a real matrixA ∈ R
m×n,

m ≥ n, is a factorizationA = UΣV T , whereU ∈ R
m×m andV ∈ R

n×n are orthogonal
matrices andΣ = diag(s1, . . . , sn) ∈ R

m×n. The valuessi, i = 1, . . . , n, are called singular
values. They may be defined to be nonnegative and to be arranged in nonincreasing order.

Let A depend smoothly on a parametert ∈ R, t ∈ [a, b]. The aim is to construct a path
of SVDs

(1.1) A(t) = U(t)Σ(t)V (t)T ,

whereU(t), Σ(t) andV (t) depend smoothly ont ∈ [a, b]. If A is a real analytic matrix
function on[a, b], then there exists anAnalytic Singular Value Decomposition(ASVD) [1], a
factorization (1.1) that interpolatesthe classical SVD defined att = a, i.e.

• the factorsU(t), V (t) andΣ(t) are real analytic on[a, b],
• for eacht ∈ [a, b], bothU(t) ∈ R

m×m andV (t) ∈ R
n×n are orthogonal matrices,

andΣ(t) = diag(s1(t), . . . , sn(t)) ∈ R
m×n is a diagonal matrix,

• at t = a, the matricesU(a), Σ(a) andV (a) are the factors of the classical SVD of
the matrixA(a).

The diagonal entriessi(t) ∈ R of Σ(t) are calledsingular values. Due to the requirement
of smoothness, singular values may be negative, and their ordering may by arbitrary. Under
certain assumptions, the ASVD may be uniquely determined bythe factors att = a. For
theoretical background, see [9]. As far as the computation is concerned, an incremental
technique is proposed in [1]. Given a point on the path, one computes a classical SVD for
a neighboring parameter value. Next, one computes permutation matrices which link the
classical SVD to the next point on the path. The procedure is approximative with a local error
of orderO(h2), whereh is the step size.

An alternative technique for computing the ASVD is presented in [13]. A non-autonomous
vector fieldH : R×R

N → R
N of large dimensionN = n + n2 + m2 can be constructed in

such a way that the solution of the initial value problem for the systemx′ = H(t, x) is linked
to the path of the ASVD. Moreover, [13] contributes to the analysis ofnon-generic points
of the ASVD path; see [1]. These points could be, in fact, interpreted as singularities of the
vector fieldR

N . In [12], both approaches are compared.
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A continuation algorithm for computing the ASVD is presented in [7]. It follows a path of
a fewselectedsingular values and left/right singular vectors. It is appropriate for large sparse
matrices. The continuation algorithm is of predictor-corrector type. The relevant predictor is
based on the Euler method, hence on an ODE solver. In this respect, there is a link to [13].
Nevertheless, the Newton-type corrector guarantees the solution with prescribed precision.

The continuation may get stuck at points where a nonsimple singular valuesi(t) appears
for a particular parametert and indexi. In [1, 13], such points are called non-generic points
of the path. They are related to branching of the singular value paths. The code in [7]
incorporates extrapolation strategies in order to “jump over” such points.

In this paper, we investigate non-generic points. In Section 2, we give an example that
motivated our research. Then we introduce a path-followingmethod for continuation of a
simple singular value and the corresponding left/right singular vector. In Section4, we define
and analyze a singularity on the path. Next, we perturb this singularity; see Section5. We
summarize our conclusions in Section6. Finally, in AppendixA, we provide details of the
expansions used in our asymptotic analysis.

2. Motivation. Let

A(t) =

[
1 − t 0

0 1 + t

]
;

see [1, Example 2]. The relevant ASVD,A(t) = U(t)Σ(t)V (t)T , −0.5 ≤ t ≤ 0.5, can be
computed explicitly:

U(t) = V (t) =

[
−1 0

0 1

]
, s1(t) = 1 − t, s2(t) = 1 + t.

Obviously,s1(0) = s2(0) = 1 is a nonsimple (multiple) singular value ofA(0).
We will ask the following question: does the ASVD-path persist for an arbitrary suffi-

ciently small perturbation? Let

(2.1) A(t) =

[
1 − t 0

0 1 + t

]
+ ε

[
1/2 1

−1/4 −1

]
.

Consider the relevant ASVD. This time, we compute it numerically using the techniques de-
scribed in [7]. We show the results for the unperturbed and perturbed matrices in Figures2.1
and2.2, respectively. Notice that the branches in Figure2.1and in Figure2.2are qualitatively
different. We observe asensitive dependence on the initial conditionsof the branches.

3. Continuation of a simple singular value.

3.1. Preliminaries. Let us recall the notion of a singular value of a matrixA ∈ R
m×n,

m ≥ n.
DEFINITION 3.1. Let s ∈ R. We say thats is a singular value of the matrixA if there

existu ∈ R
m andv ∈ R

n such that

(3.1) Av − su = 0, AT u − sv = 0, ‖u‖ = ‖v‖ = 1.

The vectorsv andu are called the right and the left singular vectors of the matrix A. Note
that s is defined up to its sign: if the triplet(s, u, v) satisfies (3.1) then at least three more
triplets

(s,−u,−v), (−s,−u, v), (−s, u,−v),
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FIGURE 2.1. Perturbationε = 0. Left: Branches of singular valuess1(t) and s2(t) in red and blue as
functions oft. Right: The relevant right singular vectors in red and blue.
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FIGURE 2.2. Perturbationε = 0.1. Left: Branches of singular valuess1(t) and s2(t) in red and blue as
functions oft. Right: The relevant right singular vectors in red and blue.

can be interpreted as singular values and left and right singular vectors ofA.
DEFINITION 3.2. Let s ∈ R. We say thats is a simple singular value of a matrixA if

there existu ∈ R
m, u 6= 0, andv ∈ R

n, v 6= 0, where

(s, u, v), (s,−u,−v), (−s,−u, v), (−s, u,−v)

are the only solutions to(3.1). A singular values which is not simple is called a nonsimple
(multiple) singular value.

REMARK 3.3. Lets 6= 0. Thens is a simple singular value ofA if and only if s2 is a
simple eigenvalue ofAT A. In particular,v ∈ R

n andu ∈ R
m such that

AT Av = s2v, ‖v‖ = 1, u =
1

s
Av

are the relevant right and left singular vectors ofA.
REMARK 3.4. s = 0 is a simple singular value ofA if and only if m = n and

dimKerA = 1.
REMARK 3.5. Letsi, sj be simple singular values ofA with i 6= j. Thensi 6= sj and

si 6= −sj .
Let us recall the idea of [7]. The branches ofselectedsingular valuessi(t) and the

corresponding left/right singular vectorsUi(t) ∈ R
m, Vi(t) ∈ R

n are considered, i.e.,

A(t)Vi(t) = si(t)Ui(t), A(t)T Ui(t) = si(t)Vi(t),(3.2)

Ui(t)
T Ui(t) = Vi(t)

T Vi(t) = 1,(3.3)

for t ∈ [a, b]. The natural orthogonality conditionsUi(t)
T Uj(t) = Vi(t)

T Vj(t) = 0, i 6= j,
t ∈ [a, b], are added. Forp ≤ n, the selected singular valuesS(t) = (s1(t), . . . , sp(t)) ∈ R

p

and the corresponding left/right singular vectorsU(t) = [U1(t), . . . , Up(t)] ∈ R
m×p and

V (t) = [V1(t), . . . , Vp(t)] ∈ R
n×p are followed fort ∈ [a, b].
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3.2. The path of simple singular values.In this section, we consider the idea of path-
following for onesingular value and the corresponding left/right singular vectors. We expect
the path to be locally a branch ofsi(t), Ui(t) ∈ R

m, Vi(t) ∈ R
n, satisfying conditions (3.2)

and (3.3) for t ∈ [a, b].
We consider theith branch,1 ≤ i ≤ n, namely, the branch which is initialized bysi(a),

Ui(a) ∈ R
m, Vi(a) ∈ R

n, computed by the classical SVD [4]. Note that the SVD algorithm
orders all singular values in descending orders1(a) ≥ · · · ≥ si(a) ≥ · · · ≥ sn(a) ≥ 0. We
assume thatsi(a) is simple; see Remarks3.3and3.4.

DEFINITION 3.6. For a givent ∈ [a, b] ands ∈ R, let us set

(3.4) M(t, s) ≡

[
−sIm A(t)
AT (t) −sIn

]
,

whereIm ∈ R
m×m andIn ∈ R

n×n are identities.
REMARK 3.7. Lets 6= 0, t ∈ [a, b].
1. s is a singular value ofA(t) if and only if dimKerM(t, s) ≥ 1.
2. s is a simple singular value ofA(t) if and only if dimKerM(t, s) = 1.

REMARK 3.8. Lets 6= 0, t ∈ [a, b].

1. If M(t, s)

[
u
v

]
= 0 thenuT u = vT v.

2. If in additionM(t, s)

[
ũ
ṽ

]
= 0 thenuT ũ = vT ṽ.

Note that ifsi(t) 6= 0 then due to Remark3.8 one of the scaling conditions (3.3) is
redundant. This motivates the following definition.

DEFINITION 3.9. Consider the mapping

f : R × R
1+m+n → R

1+m+n,

t ∈ R , x = (s, u, v) ∈ R
1 × R

m × R
n 7−→ f(t, x) ∈ R

1+m+n,

where

(3.5) f(t, x) ≡



−su + A(t)v
AT (t)u − sv

vT v − 1


 .

As an alternative to (3.5) we will also use

(3.6) f(t, x) ≡




−su + A(t)v
AT (t)u − sv

uT u + vT v − 2


 .

The equation

(3.7) f(t, x) = 0, x = (s, u, v),

may locally define a branchx(t) = (s(t), u(t), v(t)) ∈ R
1+m+n of singular valuess(t) and

left/right singular vectorsu(t) andv(t). The branch is initialized att0, which plays the role
of t = a. It is assumed that there existsx0 ∈ R

1+m+n such thatf(t0, x0) = 0. The initial
conditionx0 = (s0, u0, v0) ∈ R

1+m+n plays the role of already computed SVD factors
si(a) ∈ R

1, Ui(a) ∈ R
m andVi(a) ∈ R

n.
We solve (3.7) on an open intervalJ of parameterst such thatt0 ∈ J .
THEOREM 3.10. Consider(3.5). Let (t0, x0) ∈ J × R

1+m+n, x0 = (s0, u0, v0), be
a root of f(t0, x0) = 0. Assume thats0 6= 0 is a simple singular value ofA(t0). Then
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there exists an open subintervalI ⊂ J containingt0 and a unique functiont ∈ I 7−→
x(t) ∈ R

1+m+n such thatf(t, x(t)) = 0 for all t ∈ I and thatx(t0) = x0. Moreover,
if A ∈ Ck(I, Rm×n), k ≥ 1, thenx ∈ Ck(I, R1+m+n). If A ∈ Cω(I, Rm×n) then
x ∈ Cω(I, R1+m+n).

Proof. We will show that the assumptions imply that the partial differentialfx at the point
(t0, x0) is a regular(1 + m + n) × (1 + m + n) matrix. Letδx = (δs, δu, δv) ∈ R

1+m+n,

(3.8) fx(t0, x0) δx =



−u0 −s0Im A(t0)
−v0 A(t0)T −s0In

0 0T
m 2(v0)T







δs
δu
δv


 = 0 ∈ R

1+m+n.

This is equivalent to the system

(3.9) M(t0, s0)

[
δu
δv

]
= δs

[
u0

v0

]
, (v0)T δv = 0.

Projecting the first equation on(u0, v0), and using the symmetry of the matrixM(t0, s0),
yields

(3.10)

[
u0

v0

]T

M(t0, s0)

[
δu
δv

]
=

[
δu
δv

]T

M(t0, s0)

[
u0

v0

]
= δs(

∥∥u0
∥∥2

+
∥∥v0

∥∥2
).

By definition (3.5), M(t0, s0)

[
u0

v0

]
= 0 ∈ R

m+n. Therefore,δs = 0.

Due to Remark3.7 (2), there exists a constantc such that

[
δu
δv

]
= c

[
u0

v0

]
. The second

condition in (3.9) implies thatc = 0. Henceδx = (δs, δu, δv) = 0, which proves the claim.
Assuming thatA ∈ Ck(I, Rm×n), k ≥ 1, the statement is a consequence of the Implicit

Function Theorem; see, e.g., [6]. In case thatA ∈ Cω(I, Rm×n), i.e., whenA is real analytic,
the result again follows from the Implicit Function Theorem; see [10].

REMARK 3.11. The above statement also holds for the alternative scaling (3.6). The
argument is similar.

The practical advantage of (3.7) is that we can use standard packages for continuation
of an implicitly defined curve. In particular, we use the MATLAB toolbox MATCONT [3].
Path-following of the solution set of (3.7) via MATCONT is very robust. However, one has
to be careful when interpreting the results. In particular,the lower bound for the step size,
MinStepsize, should be chosen sufficiently small. We will comment on thisobservation in
Section6.

In order to illustrate the performance, we consider the sameproblem as in [7], namely,
the homotopy

(3.11) A(t) = t A2 + (1 − t)A1, t ∈ [0, 1],

where the matricesA1 ≡ well1033.mtx, A2 ≡ illc1033.mtx are taken from the Ma-
trix Market [11]. Note thatA1, A2 ∈ R

1033×320 are sparse andA1, A2 are well- and ill-
conditioned, respectively. The aim is to continue the ten smallest singular values and cor-
responding left/right singular vectors ofA(t). The continuation is initialized att = 0. The
initial decomposition ofA1 is computed viasvds; see the MATLAB Function Reference.

The results of continuation are displayed in Figure3.1. We run MATCONT ten times,
once for each singular value. The branches do not cross. The computation complies with
Theorem3.10. Each curve is computed as a sequence of isolated points marked by circles;
see the zoom on the right. The adaptive stepsize control refines the stepsize individually for
each branch.
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FIGURE 3.1. Branches of singular valuess320(t), . . . , s310(t) as functions oft. On the right: The relevant
zooms.

4. Singular point on the path. Let f(t0, x0) = 0, x0 = (s0, u0, v0), s0 6= 0. Let
us discuss the case when the assumptions of Theorem3.10 do not hold; namely, assume
that s0 6= 0 is a nonsimple (multiple) singular value ofA(t0). Then we conclude that
dimKerM(t, s) ≥ 2; see Remark3.7.

In particular, we will assume thatdimKerM(t0, s0) = 2. Then, there existδu ∈ R
m,

‖δu‖ = 1, andδv ∈ R
n, ‖δv‖ = 1, such that

M(t0, s0)

[
δu
δv

]
= 0, (v0)T δv = 0.

Note that this implies(u0)T δu = 0. ComputingKer fx(t0, x0), see (3.8)–(3.10), we con-
clude thatdimKer fx(t0, s0) = 1 and

(4.1) Ker fx(t0, x0) = span








0
δu
δv





 .

4.1. Dimensional reduction.Our aim is to analyze the singular root(t0, x0) of the pa-
rameter dependent equation (3.7). A standard technique isLyapunov-Schmidt reduction[6].
We apply a version based on bordered matrices [5]. We assume thatdimKer fx(t0, x0) = 1,
i.e., the corank of the matrixfx(t0, x0) is one. Using the proper terminology, we deal with a
corank = 1 singularity.

The algorithm of the reduction is as follows. Let us fix vectors B, C ∈ R
1+m+n. Find

ξ ∈ R, τ ∈ R, ∆x ∈ R
1+m+n andϕ ∈ R such that

f(t0 + τ, x0 + ∆x) + ϕB = 0,(4.2)

CT ∆x = ξ.(4.3)

We define an operator related to the above equation:

F : R × R × R
1+m+n × R → R

1+m+n × R,

F(τ, ξ, ∆x, ϕ) ≡

[
f(t0 + τ, x0 + ∆x) + ϕB

CT ∆x − ξ

]
.(4.4)

Let us assume that

(4.5) det

[
fx(t0, x0) B

CT 0

]
6= 0.
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It can be shown, see [5], that this assumption is satisfied for a generic choice ofbordering
vectorsB andC. Nevertheless, later on we specifyB andC.

Obviously,(ξ, τ, ∆x, ϕ) = (0, 0, 0, 0) ∈ R × R × R
1+m+n × R is a root ofF , i.e.,

F(0, 0, 0, 0) = 0. The partial differential ofF with respect to the variables∆x, ϕ, namely,
the matrixF∆x,ϕ(0, 0, 0, 0) ∈ R

(2+m+n)×(2+m+n), is regular at the origin(0, 0, 0, 0) by
the assumption (4.5). Due to the Implicit Function Theorem [6], the solution manifold of
F(ξ, τ, ∆x, ϕ) = 0 can be locally parameterized byτ andξ; that is, there exist functions

(4.6) ϕ = ϕ(τ, ξ) ∈ R, ∆x = ∆x(τ, ξ) ∈ R
1+m+n,

such thatF(τ, ξ, ∆x(τ, ξ), ϕ(τ, ξ)) = 0 for all τ andξ being small. From (4.2) and the fact
thatB 6= 0 due to (4.5), we conclude that

(4.7) f(t0 + τ, x0 + ∆x(τ, ξ)) = 0

if and only if

(4.8) ϕ(τ, ξ) = 0.

The scalar equation (4.8) is called thebifurcation equation. There is a one-to-one link be-
tween the solution(τ, ξ) ∈ R

2 of the bifurcation equation (4.8) and the solution(t, x) ∈
R × R

1+m+n of the equation (3.7):

(4.9) t = t0 + τ, x = x0 + ∆x(τ, ξ).

The statement has an obvious local meaning: it describes allroots of (3.7) in a neighborhood
of (t0, x0).

As a rule, the solutions of the bifurcation equation can be approximated only numerically.
The usual technique is

1. approximate the mapping(τ, ξ) 7−→ ϕ(τ, ξ) via its Taylor expansion at the origin,
2. solve atruncated bifurcation equation, i.e., the equation with truncated higher order

terms.
The Taylor expansion reads

(4.10) ϕ(τ, ξ) = ϕ + ϕτ τ + ϕξ ξ +
1

2
ϕττ τ2 + ϕξτ ξτ +

1

2
ϕξξ ξ2 + h.o.t. ,

where the partial derivatives ofϕ = ϕ(τ, ξ) are understood to be evaluated at the origin, e.g.,
ϕ ≡ ϕ(0, 0) or ϕξτ ≡ ϕξτ (0, 0). Note thatϕ(0, 0) = 0. The symbolh.o.t. denotes higher
order terms.

We also need to expand

(4.11) ∆x(τ, ξ) = ∆x+∆xτ τ+∆xξ ξ+
1

2
∆xττ τ2+∆xξτ ξτ+

1

2
∆xξξ ξ2+h.o.t. .

The partial derivatives of∆x = ∆x(τ, ξ) are understood to be evaluated at the origin. This
expansion is needed to approximate the link (4.9) between (4.8) and (3.7).

Computing the coefficients of both expansions (4.10) and (4.11) is a routine procedure;
see [5, Section 6.2]. For example, the coefficients∆xξ, ϕξ satisfy a linear system with the
matrix from (4.5),

[
fx(t0, x0) B

CT 0

] [
∆xξ

ϕξ

]
=

[
0
1

]
.
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The coefficients∆xξξ, ϕξξ are defined via a linear system with the same matrix,

[
fx(t0, x0) B

CT 0

] [
∆xξξ

ϕξξ

]
=

[
−fxx(t0, x0)∆xξ ∆xξ

0

]
,

etc.
We considered the particular functionf defined in (3.6). In our computation, we specified

B andC as

(4.12) B =



δu
δv
0


 , C =




0
δu
δv


 .

Note that condition (4.5) is satisfied. Moreover, the computations are simplified. InAp-
pendixA, we list Taylor coefficients of (4.10) and (4.11) up to the second order. The coef-
ficients are computed by using the specific data of the problem: t0, x0, δu0, δv0, A(t) and
higher derivatives ofA(t) at t0.

4.2. Bifurcation analysis. Let us analyze the bifurcation equation (4.8) in a neighbor-
hood of the origin. Let us start with a heuristic. Due to (A.1), the bifurcation equation can be
factored as

(4.13) ϕ(τ, ξ) = τ η(τ, ξ) = 0, η(τ, ξ) ≡ ϕτ +
1

2
ϕττ τ + ϕξτ ξ + h.o.t. ,

where h.o.t. are of second order. The solutions(τ, ξ) of (4.13) are linked to the solutions
(t, x) of (3.7) via the transformation (4.9), where the increments∆x(τ, ξ) are expanded as

∆s(τ, ξ) = ∆sτ τ +
1

2
∆sττ τ2 + ∆sξτ ξτ + h.o.t. ,(4.14)

∆u(τ, ξ) = ∆uτ τ +
1

2
δu ξ −

1

8
u0 ξ2 +

1

2
∆uττ τ2 + ∆uξτ ξτ + h.o.t. ,(4.15)

∆v(τ, ξ) = ∆vτ τ +
1

2
δv ξ −

1

8
v0 ξ2 +

1

2
∆vττ τ2 + ∆vξτ ξτ + h.o.t. .(4.16)

Note that we exploited (A.12), (A.6), and (A.9). The h.o.t. are of third order.
Obviously,τ = 0 is a trivial solution of (4.13). In caseϕτ 6= 0, this is the only solution

locally available. In what follows, let us consider the caseϕτ = 0. We solve (4.13) on an
open intervalJ of parameterst assuming thatt0 ∈ J .

THEOREM 4.1. Let (t0, x0) ∈ J ×R
1+m+n, x0 = (s0, u0, v0) be a root off(t0, x0) =

0. Letdim Ker fx(t0, x0) = 1; that is, letδu ∈ R
m, ‖δu‖ = 1, δv ∈ R

n, ‖δv‖ = 1, be such
that (4.1) holds. Assume that

ϕτ = 0, ϕτ ≡
1

2
(δu)T A′(t0)v0 +

1

2
(u0)T A′(t0)δv,(4.17)

ϕττ 6= 0.(4.18)

For ϕττ , see(A.4). LetA = A(t) be smooth, i.e.,A ∈ Cω(J , R1+m+n). Then there exists
an open subintervalI ⊂ J containingt0 and a unique functiont ∈ I 7−→ x(t) ∈ R

1+m+n,
x ∈ Cω(I, R1+m+n), such thatf(t, x(t)) = 0 for all t ∈ I with x(t0) = x0.

Proof. By virtue of the factorization (4.13) we have to solveη(τ, ξ) = 0 for τ andξ. The
assumption (4.18) makes it possible to apply the Implicit Function Theorem for real analytic
functions [10].
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In order to introduce required terminology, let us briefly review Singularity Theory [5,
Chapter 6]. Let(t0, x0) ∈ R × R

1+m+n be a root off , i.e.,f(t0, x0) = 0; see (3.6) in this
particular context. If this root(t0, x0) satisfies the assumptions of Theorem3.10, then we
say that it is aregular root. If not, then(t0, x0) is said to be asingular root. In other words,
(t0, x0) is asingular pointof the mappingf : R × R

1+m+n → R
1+m+n.

In Section4.1we have already mentioned thecodimensionof a singular point. Theorem
4.1classifiescodim = 1 singular points. The codimension is not the only aspect of the classi-
fication. In Theorem4.1we require the equality (4.17) and the inequality (4.18). The former
condition is called thedefining conditionand the latter one is thenondegeneracy condition.
The number of defining conditions is called thecodimension. Theorem4.1deals with a sin-
gular point ofcodim = 1. The next item of the classification list, namely, a singularpoint
of codim = 2, would be defined by the conditionsϕτ = ϕττ = 0 and the nondegeneracy
conditionϕτττ 6= 0, etc.

With some abuse of language, we note the following:
REMARK 4.2. Equation (3.7) defines a path of parameter dependentsingular valuesand

corresponding left/right singular vectors. There aresingular pointson this path. One of them
could be classified ascorank = 1, codim = 1 singular point. This particular point(t0, x0),
x0 = (s0, u0, v0), is related to a nonsimple (multiple) singular values0.

PROPOSITION4.3. Let the assumptions of Theorem4.1 be satisfied. Let(t0, x0) be a
singular point off of corank = 1 and codim = 1. Let δu ∈ R

m, ‖δu‖ = 1, δv ∈ R
n,

‖δv‖ = 1, span the kernel(4.1). Then the point(t0, y0) ∈ R × R
1+m+n, y0 ≡ (s0, δu, δv),

is also a singular point off of corank = 1 andcodim = 1. Moreover, the Taylor expansion
at (t0, y0) can be obtained from that at the point(t0, x0), i.e., from(4.13), (4.14)–(4.16).
More precisely, let the coefficients of the Taylor expansionat (t0, y0) be marked by tilde, i.e.,

ϕ̃ξ, ϕ̃τ , ϕ̃ξτ , ϕ̃ξτ , ∂j
eϕ

∂ξj (0, 0), and ∂j f∆s
∂ξj (0, 0). Then

(4.19) ϕ̃τ = ϕτ , ϕ̃ξτ = −ϕξτ , ϕ̃ττ = ϕττ

and

ϕ̃ξ = ϕ̃ξξ = · · · =
∂jϕ̃

∂ξj
(0, 0) = · · · = 0,(4.20)

∆̃sξ = ∆̃sξξ = · · · =
∂j∆̃s

∂ξj
(0, 0) = · · · = 0(4.21)

for j = 1, 2, . . . .
Proof. The statement concerning the singularity at(t0, y0) follows from the properties

of the kernel of (3.4). The formulae (4.19)–(4.21) can be readily verified. Hence, the classi-
fication of(t0, y0) follows from the assumptions (4.17) and (4.18).

As mentioned in Section1, the paper [13] contains a detailed analysis of non-generic
points on the path. It was noted that [13] attempts to trackall singular values, i.e., to construct
the path ofΣ(t), U(t) andV (t); see (1.1). Nevertheless, on the analytical level, one can speak
about paths of singular valuessj(t) andsk(t).

REMARK 4.4. In [13, Section 3], the author investigates “simple cross over of the paths.”
He proposed a set of defining conditions for this phenomenon.Nevertheless, he does not re-
solve this systemexplicitly. It is intuitively clear that this “simple cross over of the paths”
should be the singular point treated in Theorem4.1. In our analysis, we can point out com-
putable constants (A.2) and (A.4) to decide about the case.
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4.3. Example. We consider [13, Example 2]; see also [12, Example 1]. LetA(t) ≡
U(t)S(t)U(t), t ∈ R, where

S(t) = diag (0.5 + t, 2 − t, 1 − t, t) ,

U(t) =




c1(t) s1(t) 0 0
−s1(t) c1(t) 0 0

0 0 0 0
0 0 0 0







0 0 0 0
0 c2(t) s2(t) 0
0 −s2(t) c2(t) 0
0 0 0 0







0 0 0 0
0 0 0 0
0 0 c3(t) s3(t)
0 0 −s3(t) c3(t)


 ,

with c1(t) = cos(t), s1(t) = sin(t), c2(t) = cos(1+t), s2(t) = sin(1+t), c3(t) = cos(2+t),
s3(t) = sin(2 + t). There are five singular points of all paths att = 0.25, 0.5, 0.75, 1, 1.5.
These are manifested as “simple cross over of the paths” or “simple cross overs” (in terms of
[13]) related to particular pairs of paths; see Figure4.1on the left. Note that ift = 1.5, then
s1(t) = −s2(t) = 0.5. Due to Remark3.5, eithers1(t) or s2(t) is nonsimple (actually, both
of them are nonsimple).

We are able to continueseparatebranches of singular values and left/right singular vec-
tors. Let us sett = 0.1, compute the classical SVD ofA(t) = U(t)Σ(t)V (t)T and initial-
ize the continuation at(s3(t), U3(t), V3(t)), which are the third singular value and the third
columns ofU(t) andV (t) at t = 0.1. We actually continue a curve inR × R

1+4+4. In
Figure4.1 and Figure4.2, s(t) andv4(t) are depicted in green. On this curve there are just
two singular points, one att = 0.25 and the other att = 0.75.

Let us perform an asymptotic analysis of the former point. Using the notation of Theo-
rem4.1,

t0 = 0.25, s0 = 0.7500,

u0 = [0.9689;−0.2474; 0.0000;−0.0000] , v0 = [0.9689; 0.0780;−0.1475; 0.1827] ,

δu = [−0.1475;−0.5776;−0.1981;−0.7781] , δv = [0;−0.9490;−0.1981; 0.2453] .

The leading Taylor coefficients ofϕ(τ, ξ) and∆s(τ, ξ) are

ϕττ = −1.6871, ϕξτ = 1,

∆sτ = 1, ∆sξτ = 0, ∆sττ = −1.2751× 10−8.

Similarly, we can compute the leading coefficients of∆u(τ, ξ) ∈ R
4 and∆v(τ, ξ) ∈ R

4.
Neglecting quadratic terms in (4.13), (4.14)–(4.16), we get a local approximation of the

green branch being parameterized byτ . In particular, we setτ = −0.1 : 0.05 : 0.15 (regu-
larly spaced points on the interval[−0.1, 0.15] with increment0.05) and mark the resulting
points by black diamonds; see the zooms in Figure4.1and Figure4.2. Due to Proposition4.3,
we can get an asymptotic expansion of the blue branch for free.

5. An unfolding. Let

f : R × R
1+m+n × R → R

1+m+n,

t ∈ R , x = (s, u, v) ∈ R
1 × R

m × R
n , ε ∈ R 7−→ f(t, x, ε) ∈ R

1+m+n,

f(t, x, ε) ≡



−su + (A(t) + εZ(t))v
(A(t) + εZ(t))T u − sv

uT u + vT v − 2


 .(5.1)

The mapping (5.1) is an example of anunfoldingof the mapping (3.6). It is required that
f(t, x, 0) via (5.1) complies withf(t, x) via (3.6), which is obvious. For a fixed value ofε,
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FIGURE 4.1. Branches of singular valuess1(t), . . . , s4(t) in red, blue, green, and yellow as functions oft.
Zoomed: The singular point, marked as square, on the green branch. The approximations via asymptotic analysis
are marked by diamonds.
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FIGURE 4.2.Red, blue, green, and yellow branches of the ninth solution component, i.e.,v4 = v4(t). Zoomed:
The relevant asymptotic analysis of the green branch.

we consider the equation

(5.2) f(t, x, ε) = 0, x = (s, u, v),

for t ∈ R andx ∈ R
1+m+n. The unfolding may also model animperfectionof the original

mappingf(t, x).
Let (t0, x0, 0) be a singular point of the abovef . Let this point satisfy the assumptions

of Theorem4.1. Our aim is to study solutions of (5.2) for a small fixedε.

5.1. Dimensional reduction revisited.We adapt the dimensional reduction from Sec-
tion 4.1 to the unfolding (5.1). Let us fix vectorsB ∈ R

1+m+n, C ∈ R
1+m+n. Findξ ∈ R,

τ ∈ R, ε ∈ R, ∆x ∈ R
1+m+n andϕ ∈ R such that

f(t0 + τ, x0 + ∆x, ε) + ϕB = 0,(5.3)

CT ∆x = ξ.(5.4)

Under the assumption (4.5), the solutionsϕ and∆x of (5.3) and (5.4) can be locally
parameterized byτ , ξ, andε, i.e.,

(5.5) ϕ = ϕ(τ, ξ, ε) ∈ R, ∆x = ∆x(τ, ξ, ε) ∈ R
1+m+n.

Using the same argument as in Section4.1, we conclude that

(5.6) f(t0 + τ, x0 + ∆x(τ, ξ, ε), ε) = 0

if and only if

(5.7) ϕ(τ, ξ, ε) = 0
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for smallτ , ξ andε.
The aim is to compute Taylor expansions of the functionsϕ(τ, ξ, eε) and∆x(τ, ξ, ε) at

the origin in order to approximate solutions of (5.7) and (5.6). In AppendixA, we list the
relevant Taylor coefficients up to second order. The bordering is chosen as in (4.12).

5.2. Imperfect bifurcation. Consider the expansions

ϕ(τ, ξ, ε) =τ

(
ϕτ +

1

2
ϕττ τ + ϕξτ ξ

)
(5.8)

+ ε

(
ϕε + ϕξε ξ + ϕτε τ +

1

2
ϕεε ε

)
+ h.o.t.

and

∆s(τ, ξ, ε) =τ

(
∆sτ +

1

2
∆sττ τ + ∆xξτ ξ

)
(5.9)

+ ε

(
∆sε + ∆sξε ξ + ∆sτε τ +

1

2
∆sεε ε

)
+ h.o.t. ,

∆u(τ, ξ, ε) =∆uτ τ +
1

2
δu ξ −

1

8
u0 ξ2 +

1

2
∆uττ τ2 + ∆uξτ ξτ(5.10)

+ ε

(
∆uε + ∆uξε ξ + ∆uτε τ +

1

2
∆uεε ε

)
+ h.o.t. ,

∆v(τ, ξ, ε) =∆vτ τ +
1

2
δv ξ −

1

8
v0 ξ2 +

1

2
∆vττ τ2 + ∆vξτ ξτ(5.11)

+ ε

(
∆vε + ∆vξε ξ + ∆vτε τ +

1

2
∆vεε ε

)
+ h.o.t. .

The h.o.t. are of third order.
Instead of (5.7), we solve thetruncatedbifurcation equation

(5.12) τ

(
ϕτ +

1

2
ϕττ τ + ϕξτ ξ

)
+ ε

(
ϕε + ϕξε ξ + ϕτε τ +

1

2
ϕεε ε

)
= 0

for ξ andτ and fixedε. If ϕξε 6= 0, the solutions to (5.12) can be parameterized byτ .
Hence, given a small value ofτ we computeξ = ξ(τ) as a solution of the truncated

bifurcation equation (5.12). Then we substitute this pair(τ, ξ(τ)) into thetruncatedversion
of (5.9)–(5.11). We get an approximation of the root of (5.6).

Let us consider the function (2.1) from Section2 and setε = 0.1. In Figure2.2, in fact,
the solution sets of (5.2) are depicted, namely, the solution componentst 7−→ x1(t) = s(t),
t 7−→ x4(t) = v1(t) andt 7−→ x5(t) = v2(t) as−0.5 ≤ t ≤ 0.5, for both red and blue
branches. In Figure5.1, there are zooms of both red and blue branches showing the solution
componentst 7−→ s(t), on the left, and the componentst 7−→ v1(t), on the right. These
solutions were computed numerically via path-following; see Section3.2. Approximations
via (5.12) and the truncated versions of (5.9)–(5.11) are marked by red and blue diamonds.
They are reasonably accurate for smallt.

5.3. Example continued.Let us considerA(t) as in Example4.3. We model an imper-
fection (5.1), n = m = 4. In particular, we set

ε = −0.1, Z(t) ≡




1.0 −0.7 0.3 −0.6
0.9 0.3 −0.7 0.8
0.1 0.4 −0.3 9.0

−0.6 0.1 0.7 −0.5


 .
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FIGURE 5.1. Analysis of motivating example from Section2, ε = 0.1: zooms of both red and blue branches,
namely, the solution componentst 7−→ s(t), t 7−→ v1(t), compared with results of the truncated approximation
marked by diamonds.
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FIGURE 5.2.Example from Section5.3, ε = −0.1: Four perturbed branches of the analytic SVD,t 7−→ s(t).
On the left: An illustration of the adaptive step length.

We compute solutions of (5.2) for t ≥ 0.1.
In Figure 5.2, there are four solution branches, namely, the first four components of

s parameterized byt, 0.1 ≤ t ≤ 2, colored by red, blue, green, and yellow. The initial
conditions of these branches are the perturbations of the initial conditions from Example4.3.
Observe that the blue branch is close to the red one, and the green branch to the yellow one
for t ≈ 1.5 andt ≈ 0.5, respectively.

We should have in mind our motivation, as illustrated in Figure 2.1and Figure2.2. The

simple cross over branchingdegeneratesto a touching of different branches like∪
∩

. As far

as the left/right singular vector paths are concerned, a perturbation implies twisting.
Coming back to the perturbed Example5.3, namely, to the continuation of the blue and

the green branches, we observed twists of left/right singular vectors fort ≈ 1.5 andt ≈ 0.5,
respectively. In Figure5.3, on the left, the(u1, u2)-solution components of the blue and red
branches are shown neart ≈ 1.5. The particular components twist. Similarly, in Figure5.3,
on the right, we depict the(u2, u3)-solution components of the green and yellow branches as
t ≈ 0.5. Again, there is a twist. Note that a similar observation canbe made as the blue and
green branches nearly touch fort ≈ 0.25.

Comparing Figure4.1 and Figure5.2, we conclude that the global branching scenario
may change dramatically under a perturbation.

6. Conclusions.We introduced a new path-following technique to follow simple singu-
lar values and the corresponding left/right singular vectors. We investigated singularities on
the path; namely, we classified a singularity withcorank = 1 andcodim = 1. This singu-
larity is related to “simple cross overs” (in terms of [13]). We also studied this singularity
subject to a perturbation (an imperfection).
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FIGURE 5.3. The solution components. Left: The blue and red branches fort ≈ 1.5. Right: The green and
yellow branches fort ≈ 0.5.
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FIGURE 6.1.Branches of singular valuess1(t), . . . , s10(t) as functions of0 ≤ t ≤ 0.4. The branchess6(t)
ands7(t) are in magenta and cyan. They cross on the left while they do not cross on the right. For the zoom, see
Figure6.2.

These investigations try to support the claim that the aforementioned path-following tech-
nique works generically. Consider the homotopy (3.11) again. Let us compute the path of
the ten largest singular values using MATCONT [3]. The result is summarized in Figure6.1.
The pathss6(t) ands7(t) intersect on the left. The Continuer was run under a default pa-
rameter setting (InitStepsize = 0.01, MinStepsize = 10−5, MaxStepsize = 0.1).
If we increase the precision (settingInitStepsize = 0.001, MinStepsize = 10−6,
MaxStepsize = 0.01) the relevant branches do not intersect, as shown in Figure6.1 on
the right. Figure6.2shows zooms of the mentioned branches computed with default(on the
left) and the increased (on the right) precisions. The figureon the left suggests that the “cross-
ing” is a numerical artifact. We refer to the magenta curve, i.e., the numerically computed
branchs6(t). The cyan branchs7(t) (not shown there) exhibits similar zig-zag oscillations.
The dotted cyan line is a trimmed curves7(t) with removed oscillations.

Generically, parameter-dependent singular values do not change the ordering except if
they change the sign. In a forthcoming paper we will investigate zero singular values subject
to perturbations.

Appendix A. Details of Taylor expansions.
We review leading terms of the expansions (4.13), (4.14)–(4.16), and the imperfect ver-

sions (5.8), (5.9)–(5.11).
Note that the computation of these terms follows a routine chain rule procedure indi-

cated at the end of Section4.1. We take advantage of the structure offx and higher partial
differentials off .
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FIGURE 6.2.Zooms: The crossing of the branchess6(t) ands7(t), shown in magenta and cyan, on the left of
Figure6.1 is actually a numerical artifact. If the precision is increased, then the numerically computed branches do
not cross.

The Taylor coefficients depend on the following data:u0, v0, δu0, δv0, A(t), A′(t),
A′′(t) and higher derivatives ofA(t), and onZ(t), Z ′(t) and higher derivatives ofZ(t). Note
thatZ(t) is related to the unfolding (5.1).
Concerning (4.13):

(A.1) ϕξ = ϕξξ = · · · =
∂jϕ

∂ξj
(0, 0) = · · · = 0, j = 1, 2, . . . ,

ϕτ = −
1

2
(δu)T A′(t0)v0 −

1

2
(u0)T A′(t0)δv,(A.2)

ϕξτ =
1

2

(
(u0)T A′(t0)v0 − (δu)T A′(t0)δv

)
,(A.3)

ϕττ = −
1

2

(
(δu)T A′′(t0)v0 + (u0)T A′′(t0)δv

)
(A.4)

−
(
(δu)T A′(t0)∆vτ + (∆uτ )T A′(t0)δv

)
,

where

(A.5)

[
∆uτ

∆vτ

]
= −M+(t0, s0)

[
A′(t0)v0

A′(t0)T u0

]
,

M(t0, s0) is defined in (3.4).
Concerning (4.14)–(4.16):

(A.6) ∆sξ = 0, ∆uξ =
1

2
δu, ∆vξ =

1

2
δv,

(A.7) ∆sτ = (u0)T A′(t0)v0,

[
∆uτ

∆vτ

]
= −M+(t0, s0)

[
A′(t0)v0

A′(t0)T u0

]
,

(A.8) ∆sξτ = −
1

2
ϕτ ,

[
∆uξτ

∆vξτ

]
= −

1

2
M+(t0, s0)

[
A′(t0)δv

A′(t0)T δu

]
,

(A.9) ∆sξξ = 0,

[
∆uξξ

∆vξξ

]
= −

1

4

[
u0

v0

]
,
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∆sττ = (u0)T A′′(t0)v0 + (u0)T A′(t0)∆vτ + (∆uτ )T A′(t0)v0,(A.10)

[
∆uττ

∆vττ

]
= −M+(t0, s0)

[
A′′(t0)v0

A′′(t0)T u0

]

−2M+(t0, s0)

[
A′(t0)δvτ

A′(t0)T δuτ

]

−2(u0)T A′(t0)v0
(
M+(t0, s0)

)2
[

A′(t0)v0

A′(t0)T u0

]
,

(A.11) ∆sξξξ = 0 ,

[
∆uξξξ

∆vξξξ

]
= 0.

Moreover,

(A.12) ∆sξ = ∆sξξ = · · · =
∂j∆s

∂ξj
(0, 0) = . . . · · · = 0, j = 1, 2, . . . .

REMARK A.1. The formulae (A.1) and (A.12) can be verified by induction.

Concerning (5.9)–(5.11):

ϕε = −
1

2

(
(δu)T Z(t0)v0 + (u0)T Z(t0)δv

)
,(A.13)

ϕξε =
1

2

(
(u0)T Z(t0)v0 − (δu)T Z(t0)δv

)
,(A.14)

ϕεε = −(δu)T Z(t0)∆vε − (∆uε)
T Z(t0)δv,(A.15)

ϕτε = −
1

2

(
(δu)T A′(t0)∆vε + (δv)T (A′(t0))T ∆uε

)
(A.16)

−
1

2

(
(δu)T Z ′(t0)v0 + (δv)T (Z ′(t0))T u0

)

−
1

2

(
(δu)T Z(t0)∆vτ + (δv)T (Z(t0))T ∆uτ

)
,

where∆uτ , ∆vτ are defined by (A.5),

(A.17)

[
∆uε

∆vε

]
= −M+(t0, s0)

[
Z(t0)v0

ZT (t0)u0

]
.

(A.18) ∆sε = (u0)T Z(t0)v0,

(A.19) ∆sξε =
1

4

(
(u0)T Z(t0)δv + (δu)T Z(t0)v0

)
,

(A.20)

[
∆uξε

∆vξε

]
= −

1

2
M+(t0, s0)

[
Z(t0)δv

ZT (t0)δu

]
,

∆sτε =
1

2

(
(u0)T A′(t0)∆vε + (v0)T (A′(t0))T ∆uε

)
(A.21)

+
1

2

(
(δu)T Z(t0)∆vτ + (v0)T (Z(t0))T ∆uτ

)
+ (u0)T Z ′(t0)v0,
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[
∆uτε

∆vτε

]
= −M+(t0, s0)

[
A′(t0)∆vε

(A′(t0))T ∆uε

]
−M+(t0, s0)

[
Z ′(t0)v0

(Z ′(t0))T u0

]
(A.22)

+∆sτM
+(t0, s0)

[
∆uε

∆vε

]
+ ∆sεM

+(t0, s0)

[
∆uτ

∆vτ

]

−M+(t0, s0)

[
Z(t0)∆vτ

(Z(t0))T ∆uτ

]
,

(A.23) ∆sεε = (u0)T Z(t0)∆vε + (∆uε)
T Z(t0)v0,

(A.24)

[
∆uεε

∆vεε

]
= 2∆sεM

+(t0, s0)

[
∆uε

∆vε

]
− 2M+(t0, s0)

[
Z(t0)∆vε

(Z(t0))T ∆uε

]
.
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