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LAURENT POLYNOMIAL PERTURBATIONS OF LINEAR FUNCTIONALS.
AN INVERSE PROBLEM. ∗

KENIER CASTILLO†, LUIS GARZA‡, AND FRANCISCO MARCELLÁN†

Dedicated to Richard S. Varga, on the occasion of his 80th birthday.

Abstract. Given a linear functionalL in the linear spaceP of polynomials with complex coefficients, we
analyze those linear functionals̃L such that, for a fixedα ∈ C, 〈L̃, (z + z

−1 − (α + ᾱ))p〉 = 〈L, p〉 for every
p ∈ P. We obtain the relation between the corresponding Carathéodory functions in such a way that a linear spectral
transform appears. IfL is a positive definite linear functional, the necessary and sufficient conditions in order for
L̃ to be a quasi-definite linear functional are given. The relation between the corresponding sequences of monic
orthogonal polynomials is presented.
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1. Introduction. Let T = {ck−l}k,l>0 be a Hermitian Toeplitz matrix. On the linear
spaceΛ of the Laurent polynomials

(
Λ = span {zn}n∈Z

)
with complex coefficients, we can

introduce a linear functionalL : Λ → C such that

〈L, zn〉 = cn, n > 0.

The complex numbercn is said to be thenth moment associated withL. From the Hermitian
character ofT we have

cn = 〈L, zn〉 = 〈L, z−n〉 = c−n, n ∈ Z.

Then, a bilinear functional associated withL in the linear spaceP of polynomials with
complex coefficients can be defined as follows (see [7, 11])

〈p(z), q(z)〉L = 〈L, p(z)q(z−1)〉,

wherep, q ∈ P.
The functionalL is said to be quasi-definite if the principal leading submatrices ofT

are non-singular. In this case, there exists a unique sequence of monic polynomials{Φn}n>0

such that

〈Φn,Φm〉L = knδn,m,

wherekn = ‖Φn‖
2 6= 0 for everyn > 0. It is said to be the monic orthogonal polynomial

sequence associated withL.
These polynomials satisfy the following recurrence relations due to G. Szegő (see [7, 10,

16, 19])

Φn+1(z) = zΦn(z) + Φn+1(0)Φ∗
n(z), n > 0,(1.1)

Φn+1(z) = (1 − |Φn+1(0)|2)zΦn(z) + Φn+1(0)Φ∗
n+1(z), n > 0,(1.2)
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whereΦ∗
n(z) = znΦn(z−1) is the so-called reversed polynomial associated withΦn(z)

(see [16]), and the complex numbers{Φn(0)}n>1, with |Φn(0)| 6= 1 for everyn > 1, are
called reflection (or Verblunsky) parameters. Moreover, wehave

(1.3)
kn+1

kn
= 1 − |Φn+1(0)|2, n > 0.

On the other hand, if the determinants of the leading principal submatrices ofT are
positive, then the linear functional is said to be positive definite and it has the following
integral representation

(1.4) 〈L, p(z)〉 =

∫

T

p(z) dσ(z), p ∈ Λ,

whereσ is a nontrivial probability measure supported on the unit circle (see [7, 10, 11, 16]),
assumingc0 = 1. We will maintain this assumption throughout the remainingof the paper.

The measureσ can be decomposed as the sum of an absolutely continuous measure with

respect to the Lebesgue measure
dθ

2π
and a singular measure. Thus, ifω = σ′, then

(1.5) dσ(θ) = ω(θ)
dθ

2π
+ dσs(θ).

In the positive definite case, there exists a unique sequenceof orthonormal polynomials
{ϕn}n>0 such that

〈ϕn, ϕm〉L = δn,m.

Notice thatϕn(z) = Φn(z)/‖Φn‖. Moreover, we have|Φn(0)| < 1 for everyn > 1.
Then-th reproducing kernelKn(z, y) associated with{Φn}n>0, is defined by

Kn(z, y) =

n∑

j=0

Φj(y)Φj(z)

kj
=

Φ∗
n+1(y)Φ∗

n+1(z) − Φn+1(y)Φn+1(z)

kn+1(1 − yz)
.

Furthermore,

Φ∗
n(z) = knKn(z, 0).

In terms of the moments{cn}n>0, an analytic function in a neighborhood ofz = 0,

(1.6) F (z) = 1 + 2

∞∑

n=1

c−nzn,

can be introduced. IfL is a positive definite linear functional, thenF (z) is analytic in|z| < 1,
andRe (F (z)) > 0 therein. In such a caseF (z) is said to be a Carathéodory function and
it can be represented as a Riesz-Herglotz transform of the nontrivial probability measureσ
introduced in (1.4) (see [7, 11, 16])

F (z) =

∫

T

w + z

w − z
dσ(w).

As a convention, if{ck}k∈Z is the sequence of moments associated with a quasi-definite
functionalL, then the function given in (1.6) is said to be the Carathéodory function asso-
ciated withL. F (z) can be interpreted as a functional "mirror" of the sequence{cn}n>0.
The Carathéodory functions for some perturbations of a measureσ (or its associated linear
functional) have been studied in [13] for the following three canonical cases:
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(i) dσ̃ = |z − α|2dσ, α ∈ C, |z| = 1 (Christoffel transformation).
(ii) dσ̃ = dσ +mδ(z−α)+mδ(z−α−1), α,m ∈ C, α 6= 0 (Uvarov transformation).

(iii) dσ̃ = 1
|z−α|2 dσ+mδ(z−α)+mδ(z−α−1), |z| = 1, m ∈ C, and|α| ∈ R � {0, 1}

(Geronimus transformation).
These three examples of canonical spectral transforms (see[3, 8, 9, 12, 14], among others) are
the analogues on the unit circle of the canonical spectral transforms on the real line considered
by several authors; see [1, 17, 21, 22]. Moreover, if we denote these transformations by
FC(α), FU (α,m), andFG(α), respectively, then we have

PROPOSITION1.1.
(i) FG(α,m) ◦ FC(α) = FU (α,m).

(ii) FC(α) ◦ FG(α,m) = I (Identity transformation).

Notice that in these three cases, the corresponding Carathéodory functions are related by

F̃ (z) =
A(z)F (z) + B(z)

D(z)
,

whereA,B, andD 6= 0 are polynomials in the variablez. They constitute examples of the
so-calledlinear spectral transformations. Other examples of spectral transformations have
been analyzed in [13]. Furthermore, in [5, 6] we have studied a perturbationLR of L defined
by

〈LR, q〉 =

〈
L,

1

2
(z − α + z−1 − ᾱ)q

〉
, q ∈ Λ,

whereα ∈ C. Here the relation between the associated Carathéodory functions is

FR(z) =
[z2 − (α + ᾱ)z + 1]F (z) + z2 + (c1 − c−1)z − 1

z
,

i.e., this is a linear spectral transform that is not one of the canonical linear spectral transfor-
mations above mentioned. Indeed, the Christoffel transformation is a particular case of this
transformation when|Re(α)| > 1.

On the other hand, assuming thatL is a quasi-definite linear functional, necessary and
sufficient conditions for the quasi-definiteness ofLR are obtained in [2] and [18]. This trans-
formation is denoted byFR(α).

It is natural to analyze the existence of the inverse transformation, i.e., if there exists a
linear functionalLR−1 such that

(1.7)
〈
LR−1 , [z + z−1 − (α + ᾱ)]p(z)

〉
= 〈L, p(z)〉 , p ∈ Λ,

as well as if the quasi-definite character of the linear functional is preserved by such a trans-
formation. This is one of the goals of our contribution. Notice that the transformation (1.7)
does not define a unique linear functionalLR−1 . As we will show in Section3, uniqueness
depends on a free parameter.

The structure of the paper is as follows. In Section2, we assume the linear functional
LR−1 is quasi-definite and we obtain the relation between the corresponding Carathéodory
functions. In Section3, we analyze the conditions on the nontrivial probability measureσ
such thatLR−1 is a quasi-definite linear functional and we obtain the necessary conditions
for LR−1 to be quasi-definite, an expression for the corresponding sequence of monic orthog-
onal polynomials, and a recursive algorithm to compute its family of Verblunsky parameters.
Finally, in Section4 several examples of this transformation for three illustrative cases of
nontrivial measures are analyzed.
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2. Carathéodory functions. Assuming thatLR−1 is a quasi-definite linear functional,
we will denote its associated Carathéodory function byFR−1(z). First we will study the
relation betweenF (z) andFR−1(z).

PROPOSITION2.1. FR−1(z), the Carathéodory function associated toLR−1 , is a linear
spectral transformation ofF (z) given by

(2.1) FR−1(z) =
zF (z)

z2 − (α + α)z + 1
+ m1

z + b

z − b
+ m2

z + b

z − b
,

whereb, b are the zeros ofz2 − (α + α)z + 1, with |b| = 1, and

m1 = −
1

2

(
c̃0 +

Im(c̃1)

Im(b)

)
, m2 = −

1

2

(
c̃0 −

Im(c̃1)

Im(b)

)
.

Proof. From (1.7), we get

(2.2) c−k = c̃−(k+1) + c̃−(k−1) − (α + α)c̃−k.

Multiplying (2.2) by zk, k = 1, 2, . . ., and replacing in (1.6), we get
∞∑

k=1

c−kzk =

∞∑

k=1

c̃−(k+1)z
k +

∞∑

k=1

c̃−(k−1)z
k − (α + α)

∞∑

k=1

c̃−kzk,

F (z) − 1

2
= z−1

(
FR−1(z) − c̃0

2
− c̃−1z

)
+ z

(
FR−1(z) − c̃0

2
+ c̃0

)

−(α + α)

(
FR−1(z) − c̃0

2

)
,

F (z) − 1 = [z + z−1 − (α + α)]FR−1(z) + c̃0[z − z−1 + (α + α)] − 2c̃−1.

Therefore

FR−1(z) =
F (z) + [z−1 − z − (α + α)]c̃0 + 2c̃−1 − 1

z + z−1 − (α + α)
.

Notice that, from (2.2), 1 + (α + α)c̃0 = c̃1 + c̃−1, and thus

FR−1(z) =
zF (z) − c̃0z

2 + (c̃−1 − c̃1)z + c̃0

z2 − (α + α)z + 1
,

which is equivalent to (2.1).
On the other hand, from (2.1)

FR−1(z) =




b
b−b

z − b
−

b
b−b

z − b


F (z) − m1(1 + bz)

∞∑

k=0

zk

bk
− m2(1 + bz)

∞∑

k=0

bkzk

=

(
∞∑

k=1

bk − b
k

b − b
zk

)
F (z) − m1

(
1 + 2

∞∑

k=1

b
k
zk

)
− m2

(
1 + 2

∞∑

k=1

bkzk

)
,

and thus

c̃0 + 2

∞∑

k=1

c̃−kzk =

(
∞∑

k=1

bk − b
k

b − b
zk

)(
1 + 2

∞∑

k=1

c−kzk

)
− m1

(
1 + 2

∞∑

k=1

b
k
zk

)

−m2

(
1 + 2

∞∑

k=1

bkzk

)
.



ETNA
Kent State University 

http://etna.math.kent.edu

LAURENT POLYNOMIALS PERTURBATIONS OF LINEAR FUNCTIONALS 87

Therefore, comparing coefficients ofzn on both sides of the last expression, we have for
n > 2,

c̃−n =

n−1∑

k=1

bk − b
k

b − b
c−(n−k) +

1

2

bn − b
n

b − b
− m1b

n
− m2b

n.

Comparing the independent terms and the coefficients forz we can deduce (2.2) for n = 0
andn = 1. Furthermore, denoting this transformation byFR−1 , we obtain the following
result:

PROPOSITION2.2.
(i) FR(α) ◦ FR−1(α) = I,

(ii) FR−1(α) ◦ FR(α) = FU (b, m̂1) ◦ FU (b, m̂2).
Proof.
(i) It is evident from the definition ofFR andFR−1 .

(ii) DenotingH(z) = (FR−1(α) ◦ FR(α))(F (z)),

H(z) =
zFR(z) − c̃0z

2 + (c̃−1 − c̃1)z + c̃0

z2 − (α + α)z + 1

=
z (z2−(α+α)z+1)F (z)+z2+(c1−c

−1)z−1
z − c̃0z

2 + (c̃−1 − c̃1)z + c̃0

z2 − (α + α)z + 1

= F (z) +
(1 − c̃0)z

2 + (c1 − c−1 + c̃−1 − c̃1)z + c̃0 − 1

z2 − (α + α)z + 1

= F (z) + m̂1
z + b

z − b
+ m̂2

z + b

z − b
,

with m̂1 = m̃1 + m1, m̂2 = m̃2 + m2, and

m̃1 =
1

2

(
1 +

Im(c1)

Im(b)

)
, m̃2 =

1

2

(
1 −

Im(c1)

Im(b)

)
.

REMARK 2.3. Notice that ifa = −2Re(α), and using (2.2), we obtain

T = ZT̃ + aT̃ + T̃Z
t,

whereZ is the shift matrix with ones on the first upper-diagonal and zeros on the remaining
entries, andMt denotes the transpose of the matrixM. Furthermore, notice that Hermitian
Toeplitz matrices can be characterized asT = T

∗ together withZTZ
t = T, and therefore

TZ
t = T̃B,

whereB = I + aZt + (Zt)2 is an infinite lower triangular matrix with ones in the main
diagonal, with the following structure

B =




A 0 . . .

A
t

A
. . .

0
. . .

. . .


 ,
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whereA =
[

1 0
a 1

]
. On the other hand, is not difficult to show that

B
−1 =




A1 0 0 . . .

A2 A1 0
. ..

A3 A2 A1
. ..

...
.. .

.. .
. ..




,

whereA1 = A
−1, Ak = (−1)k−1

A
−1

M
k−1, k > 2, and

M = A
−1

A
t =

[
1 a
−a 1 − a2

]
.

In other words,B−1 is a lower triangular block matrix, with Toeplitz structure. Finally,

TS = T̃,

whereS is given by

S = Z
t
B

−1 =




Z
t
1 0 0 . . .

Z1 Z
t
1 0

. . .

0 Z1 Z
t
1

. . .
...

.. .
. . .

. . .







A1 0 0 . . .

A2 A1 0
. ..

A3 A2 A1
. ..

...
.. .

.. .
. ..




,

with Z1 =
[

0 1
0 0

]
, i.e.,S is also a lower triangular block matrix with Toeplitz structure.

3. Quasi-definiteness ofLR−1 . Let us consider a linear functionalLR−1 , such that

〈
LR−1 , [z + z−1 − (α + α)]p

〉
= 〈L, p〉 ,

whereL is a positive definite Hermitian linear functional on the linear space of Laurent poly-
nomials. Notice that we will assume thatLR−1 is also Hermitian.

For all values ofα such that|Re(α)| > 1, the Laurent polynomialz +z−1− (α+α) can
be represented as a polynomial of the formc|z−β|2, c ∈ R, β ∈ C, i.e.,LR−1 is a Geronimus
transformation, studied in [4, 15]. For this reason, we are only interested in those values ofα
such that0 < |Re(α)| < 1. However, in this case the zerosb andb of z2 − (α + α)z + 1 are
complex conjugates and, furthermore,|b| = 1.

We will denote byσ andσ̃ the measures associated withL andLR−1 , respectively, i.e.,

dσ̃ =
dσ

2Re(z − α)
+ m1δ(z − b) + m2δ(z − b), m1,m2 ∈ R.

Hereσ is a nontrivial probability measure supported onT, which can be decomposed as
in (1.5).

Thus, ifσs = 0, then the integral

c̃n =

∫ 2π

0

einθω(θ)

z + z−1 − (α + α)

dθ

2π
=

1

2πi

∫

T

znω(z)

z2 − (α + α)z + 1
dz,
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has singularities inz = b andz = b. These singularities can be removed if we consider

(3.1)

c̃n =
1

2πi

∫

T

znω(θ)

z2 − (α + α)z + 1
dz (z = eiθ)

=
1

2πi(b − b)

(∫

T

znω(z)

z − b
dz −

∫

T

znω(z)

z − b
dz

)

=
1

2πi(b − b)

(∫

T

zn[ω(z) − ω(b)]

z − b
dz −

∫

T

zn[ω(z) − ω(b)]

z − b
dz

+
1

2
bnω(b) −

1

2
b
n
ω(b)

)
,

assuming thatω(z) satisfies a Lipschitz condition of orderτ (0 < τ 6 1) on T; see [20].
Notice that this is also valid ifσs 6= 0, as long asσs has a finite number of mass points
different fromb andb.

Now, assume thatLR−1 is quasi-definite and let{Ψn}n>0 be the its corresponding se-
quence of monic orthogonal polynomials. Next, we will statethe relation between{Ψn}n>0

and{Φn}n>0.
PROPOSITION 3.1. Let L be a positive definite linear functional. IfLR−1 given as

in (1.7), is a quasi-definite linear functional, thenΨn(z), thenth monic polynomial orthogo-
nal with respect toLR−1 , is

(3.2) Ψn(z) =

(
z +

k̃n

kn−1

)
Φn−1(z) +

(
Φn(0) −

k̃n

kn−1
Ψn+1(0)

)
Φ∗

n−1(z).

Conversely, if{Ψn}n>0 is given by(3.2) and assuming that|Ψn(0)| 6= 1, n > 1, then
{Ψn}n>0 is the sequence of monic polynomials orthogonal with respect toLR−1 .

Proof. Let

(3.3) Ψn(z) = Φn(z) +

n−1∑

m=0

λn,mΦm(z).

Multiplying the above expression byΦm(z) and applyingL, for 0 6 m 6 n − 1, we get
〈
L,Ψn(z)Φm(z)

〉
= λn,mkm,

or equivalently,
〈
LR−1 , [z + z−1 − (α + α)]Ψn(z)Φm(z)

〉
= λn,mkm.

Thus

λn,m =
1

km

〈
LR−1 , [z + z−1 − (α + α)]Ψn(z)Φm(z)

〉
, 0 6 m 6 n − 1.

If m = n − 1, then

λn,n−1 =
1

kn−1

[〈
LR−1 , zΨn(z)Φn−1(z)

〉
+
〈
LR−1 , z−1Ψn(z)Φn−1(z)

〉]

=
1

kn−1

[〈
LR−1 , [Ψn+1(z) − Ψn+1(0)Ψ∗

n(z)]Φn−1(z)
〉

+ k̃n

]

=
k̃n

kn−1
(1 − Ψn+1(0)Φn−1(0)).
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On the other hand, for0 6 m 6 n − 2,

λn,m =
1

km

〈
LR−1 , zΨn(z)Φm(z)

〉

=
1

km

〈
LR−1 , [Ψn+1(z) − Ψn+1(0)Ψ∗

n(z)]Φm(z)
〉

= −
k̃n

km
Ψn+1(0)Φm(0).

Substituting these values into (3.3), we obtain

(3.4)

Ψn(z) = Φn(z) +
k̃n

kn−1
Φn−1(z) − k̃nΨn+1(0)

n−1∑

m=0

Φm(0)Φm(z)

km

= Φn(z) +
k̃n

kn−1
Φn−1(z) − k̃nΨn+1(0)Kn−1(z, 0)

= Φn(z) +
k̃n

kn−1
Φn−1(z) −

k̃n

kn−1
Ψn+1(0)Φ∗

n−1(z).

Using the recurrence relation, we get

(3.5)

Ψn(z) = zΦn−1(z) + Φn(0)Φ∗
n−1(z) +

k̃n

kn−1
Φn−1(z) −

k̃n

kn−1
Ψn+1(0)Φ∗

n−1(z)

=

(
z +

k̃n

kn−1

)
Φn−1(z) +

(
Φn(0) −

k̃n

kn−1
Ψn+1(0)

)
Φ∗

n−1(z),

which proves the first statement of the proposition.
Notice that evaluating (3.4) atz = 0, we get

(3.6) Ψn(0) =
k̃n

kn−1
Φn−1(0) + Φn(0) −

k̃n

kn−1
Ψn+1(0),

and thus (3.5) becomes

Ψn(z) =

(
z +

k̃n

kn−1

)
Φn−1(z) +

(
Ψn(0) −

k̃n

kn−1
Φn−1(0)

)
Φ∗

n−1(z).

On the other hand, if we denoteνn = k̃n+1/kn and ln = Ψn+1(0) − νnΦn(0), con-
sidering the reversed polynomial ofΨn+1(z), then we obtain the following linear transfer
equation

[
Ψn+1(z)
Ψ∗

n+1(z)

]
=

[
z + νn ln

lnz νnz + 1

] [
Φn(z)
Φ∗

n(z)

]
.

Notice that the determinant of the above transfer matrix is

(z + νn)(νnz + 1) − |ln|
2z = νnz2 + (ν2

n + 1 − |ln|
2)z + νn

= νn(z2 + 1) + [ν2
n(1 − |Φn(0)|2) + 1 − |Ψn+1(0)|2]z

+ νn[Ψn+1(0)Φn(0) + Ψn+1(0)Φn(0)]z

= νn(z2 − (α + α)z + 1),
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where the last equality will become clear looking at (3.7) in the following Proposition. Fur-
thermore, we get

Φn(z) =
(νnz + 1)Ψn+1(z) − lnΨ∗

n+1(z)

νn[z2 − (α + α)z + 1]
,

Φ∗
n(z) =

(z + νn)Ψ∗
n+1(z) − lnzΨn+1(z)

νn[z2 − (α + α)z + 1]
,

and thus we obtain the following alternative expression that relates both sequences of poly-
nomials

[z2 − (α + α)z + 1]Φn(z) = Ψn+2(z) + ν−1
n [Ψn+1(z) − Φn+1(0)Ψ∗

n+1(z)].

Now we prove that the sequence of monic polynomials{Ψn}n>0, given in (3.2), is or-
thogonal with respect toLR−1 . Notice thatΨn+1(z) − Ψn+1(0)Ψ∗

n(z) is a polynomial of
degreen + 1 that vanishes atz = 0 and, thus,Ψn+1(z) − Ψn+1(0)Ψ∗

n(z) = zp(z), where
p(z) is a polynomial of degreen. Then,

zp(z) = (z + νn)Φn(z) + lnΦ∗
n(z) − Ψn+1(0)[ln−1zΦn−1(z) + (νn−1z + 1)Φ∗

n−1(z)]

= (z + νn)[zΦn−1(z) + Φn(0)Φ∗
n−1(z)] + ln[Φ∗

n−1(z) + Φn(0)zΦn−1(z)]

−Ψn+1(0)[ln−1zΦn−1(z) + (νn−1z + 1)Φ∗
n−1(z)]

= zΦn−1(z)[z + νn + lnΦn(0) − Ψn+1(0)ln−1]

+Φ∗
n−1(z)[(z + νn)Φn(0) + ln − Ψn+1(0)(νn−1z + 1)]

= z(z + νn−1)Φn−1(z) + zln−1Φ
∗
n−1(z) = zΨn(z),

where the fourth equality follows from (1.3) and (3.6). That is,{Ψn}n>0 satisfies a recurrence
relation like (1.1) and therefore it is an orthogonal sequence with respect to some linear
functionalL̃. We will prove thatL̃ = LR−1 . For0 6 k 6 n − 1, consider
〈
L̃, [z + z−1 −(α + α)]Φn(z)zk

〉
=
〈
L̃, [z2 − (α + α)z + 1]Φn(z)zk+1

〉

=
〈
L̃,Ψn+2(z)zk+1

〉
+ ν−1

n

〈
L̃, [Ψn+1(z) − Φn+1(0)Ψ∗

n+1(z)]zk+1
〉

= 0.

On the other hand, fork = n we get
〈
L̃,Ψn+2(z) + ν−1

n [Ψn+1(z) − Φn+1(0)Ψ∗
n+1(z)]zk+1

〉
= ν−1

n k̃n+1 = kn.

Thus,{Φn}n>0 is the sequence of monic polynomials orthogonal with respect to [z + z−1 −

(α + α)]L̃. But then[z + z−1 − (α + α)]L̃ = L and, therefore,̃L = LR−1 .
PROPOSITION3.2. Let L be a positive definite linear functional andσ its associated

measure. IfLR−1 is a quasi-definite linear functional, then
(i) [Im(c̃1)]

2 6= (1 − [Re(α)]2)c̃2
0 − Re(α)c̃0 −

1
4 ,

(ii)
(
1 − |Φn(0)|2

)
ν2

n + An+1νn + 1 − |Ψn+1(0)|2 = 0, for n > 1,

whereAn = Ψn(0)Φn−1(0) + Ψn(0)Φn−1(0) + α + α.
Proof. From (2.2), for k = 0 and assuming thatc0 = 1, we have

Re(c̃1) =
1

2
+ Re(α)c̃0.
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In addition, in order forLR−1 to be a quasi-definite functional, we need

det T̃2 =

∣∣∣∣
c̃0 c̃1

c̃−1 c̃0

∣∣∣∣ = c̃2
0 − [Re(c̃1)]

2 − [Im(c̃1)]
2 6= 0,

whereT̃ is the Toeplitz matrix associated withLR−1 and T̃n is its correspondingn × n
leading principal submatrix. Therefore, for the choice ofα, we get

[Im(c̃1)]
2 6= c̃2

0 −

[
1

2
+ Re(α)c̃0

]2
,

which is(i). Thus,c̃0 andIm[c̃1] are free parameters, whileRe(c̃1) is determined bỹc0 and
the choice ofα.

Furthermore, we have

kn = 〈Φn(z),Φn(z)〉L = 〈Ψn(z),Φn(z)〉L =
〈
[z + z−1 − (α + α)]Ψn(z),Φn(z)

〉
L

R−1

= 〈zΨn(z),Φn(z)〉L
R−1

+ 〈Ψn(z), zΦn(z)〉L
R−1

− (α + α) 〈Ψn(z),Φn(z)〉L
R−1

= −[Ψn+1(0)Φn(0) + α + α]k̃n + 〈Ψn(z), zΦn(z)〉L
R−1

.

On the other hand, from (3.4),

〈Ψn(z), zΦn(z)〉L
R−1

=

〈
Ψn(z), zΨn(z) −

k̃n

kn−1
zΦn−1(z) +

k̃n

kn−1
Ψn+1(0)zΦ∗

n−1(z)

〉

L
R−1

= −Ψn+1(0)Ψn(0)k̃n −
k̃n

kn−1
k̃n +

k̃n

kn−1
Ψn+1(0)Φn−1(0)k̃n,

and from (3.6),

〈Ψn(z), zΦn(z)〉L
R−1

= −Ψn+1(0)Ψn(0)k̃n −
k̃n

kn−1
k̃n

+

(
Ψn(0) − Φn(0) +

k̃n

kn−1
Ψn+1(0)

)
Ψn+1(0)k̃n

= −Ψn+1(0)Φn(0)k̃n −
k̃n

kn−1
k̃n +

k̃n

kn−1
|Ψn+1(0)|2k̃n.

Thus, ifAn+1 = Ψn+1(0)Φn(0) + Ψn+1(0)Φn(0) + α + α, then

kn = −An+1k̃n +
(
|Ψn+1(0)|2 − 1

) k̃n

kn−1
k̃n,

1 − |Φn(0)|2 = −An+1
k̃n

kn−1
+

∣∣∣∣∣
k̃n

kn−1
Ψn+1(0)

∣∣∣∣∣

2

−

(
k̃n

kn−1

)2

.

Since, from (3.6), k̃n

kn−1

Ψn+1(0) = k̃n

kn−1

Φn−1(0) + Φn(0) − Ψn(0), we obtain

1 − |Ψn(0)|2 = −An
k̃n

kn−1
−
(
1 − |Φn−1(0)|2

)
(

k̃n

kn−1

)2

.
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Therefore,

(3.7)
(
1 − |Φn−1(0)|2

)
(

k̃n

kn−1

)2

+ An
k̃n

kn−1
+ 1 − |Ψn(0)|2 = 0,

which is(ii).
Now, from (3.6),

Ψn+1(0) = Φn−1(0) + [Φn(0) − Ψn(0)]
kn−1

k̃n

=
[Φn(0) − Ψn(0)]

∏n−1
k=1(1 − |Φk(0)|2)∏n

k=1(1 − |Ψk(0)|2)c̃0
+ Φn−1(0), n > 1.

Thus, we can build an algorithm to compute recursively the sequence{Ψn+1(0)}n>1, starting
from Ψ1(0) = − c̃1

c̃0

; see Algorithm3.3.

ALGORITHM 3.3.

INPUT: α, c̃0, {Φn(0)}n>1

1: ComputeRe(c̃1) = 1
2 + Re(α)c̃0

2: if (i) in Proposition3.2holdsthen

3: Ψ1(0) = −
c̃1

c̃0
4: end if
5: for n = 1, 2, . . . do

6: Ψn+1(0) =
[Φn(0) − Ψn(0)]

∏n−1
k=1(1 − |Φk(0)|2)∏n

k=1(1 − |Ψk(0)|2)c̃0
+ Φn−1(0)

7: if |Ψn+1(0)| = 1 then
8: break
9: end if

10: end for

4. Examples.

4.1. A Christoffel case.Let dσ = |z − 1|2 dθ
2π . Is well known (see [16]) that the family

of Verblunsky parameters associated withσ is

Φn(0) =
1

n + 1
, n > 1.

Now, let us consider the perturbation

dσ̃ =
|z − 1|2

z + z−1 − (α + α)

dθ

2π
, |z| = 1,

whereRe(α) = 0.6. Notice thatb = 0.6 + 0.8i. Then, according to (3.1),

c̃0 =
1

1.6i

[∫ 2π

0

|eiθ − 1|2 − 0.8

1 − (0.6 + 0.8i)e−iθ

dθ

2π
−

∫ 2π

0

|eiθ − 1|2 − 0.8

1 − (0.6 − 0.8i)e−iθ

dθ

2π

]
,

=
1

1.6i
(0.6 − 0.8i − (0.6 + 0.8i)) = −1,
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FIGURE 4.1. Verblunsky parameters for the Christoffel case.

FIGURE 4.2. Verblunsky parameters for the Christoffel case withn = 2000.

and

c̃1 =
1

1.6i

[∫ 2π

0

(|eiθ − 1|2 − 0.8)eiθ

1 − (0.6 + 0.8i)e−iθ

dθ

2π
−

∫ 2π

0

(|eiθ − 1|2 − 0.8)eiθ

1 − (0.6 − 0.8i)e−iθ

dθ

2π

+
1

2
(0.6 + 0.8i)(0.8) −

1

2
(0.6 − 0.8i)(0.8)

]
= 0.4.

Observe that(i) in Proposition3.2 holds. Applying the algorithm, the first500 Verblunsky
parameters are shown in Figure4.1.

Notice that all of the new Verblunsky parameters are real. They are distributed on both
sides of the origin, in nearly symmetric intervals. If we repeat the computation forn = 2000,
then the values accumulate over such intervals. This is shown in Figure4.2.

4.2. The case of constant Verblunsky parameters.We consider linear functionals
such that the corresponding measures are supported on an arcof the unit circle which doesn’t
containb1 and b2. Such a situation appears (see [7, 16]) when Φn(0) = a, n > 1, with
0 < |a| < 1. Here the measureσ associated with{Φn(0)}n>1 is supported on the arc

∆ν = {eiθ : ν 6 θ 6 2π − ν},
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with cos(ν/2) :=
√

1 − |a|2, but it can have a mass point located onT. The orthogonality
measureσ is given by

(4.1) dσ =

√
sin( θ+ν

2 ) sin( θ−ν
2 )

2π sin( θ−τ
2 )

dθ + mτδ(z − eiτ ),

whereeiτ = 1−a
1−a and

mτ =

{
2|a|2−a−a

|1−a| , if |1 − 2a| > 1,

0, if |1 − 2a| 6 1.

Moreover, the orthonormal polynomials associated withσ are given by

ϕn(z) =
1

(1 − |a|2)n/2

(
(z + a)

zn
1 − zn

2

z1 − z2
− z(1 − |a|2)

zn−1
1 − zn−1

2

z1 − z2

)
, n ∈ N,

with

z1 =
z + 1 +

√
(z − eiν)(z − e−iν)

2
,

z2 =
z + 1 −

√
(z − eiν)(z − e−iν)

2
.

Consider a perturbation of (4.1) given by

dσ̃ =
dσ

z + z−1 − (α + α)
,

with Re(α) = 0.8 anda = 0.5i. Notice that in this case,b = 0.8 + 0.6i and thusb /∈ ∆ν .
Then,

c̃0 =

∫ 5π

3

π

3

√
sin(1

2θ + 1
6π) sin(1

2θ − 1
6π)

2(cos θ − 0.8)π sin( θ
2 )

dθ = −0.458 76,

c̃1 =

∫ 5π

3

π

3

(cos θ + i sin θ)
√

sin(1
2θ + 1

6π) sin(1
2θ − 1

6π)

2(cos θ − 0.8)π sin( θ
2 )

dθ = 0.132 99,

and(i) holds. In such a situation, the algorithm becomes

Ψn+1(0) =
[a − Ψn(0)](1 − |a|2)n−1

∏n
k=1(1 − |Ψk(0)|2)c̃0

+ a, n > 1,

and the first500 Verblunsky parameters are shown in Figure4.3. As shown in this figure, the
Verblunsky parameters associated with the modified measurehave the same argument with
respect to a certain point (the value ofa). That is, they are located on a straight line, on both
sides ofa. Whenn increases, the density of the points on the line increases, as shown by
Figure4.4.
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FIGURE 4.3. Verblunsky parameters for the constant case.

FIGURE 4.4. Verblunsky parameters for the constant case withn = 2000.

4.3. A Bernstein-Szeg̋o case.Consider the Bernstein-Szegő measure

dσ =
1 − |β|

|eiθ − β|2
dθ

2π
, 0 < |β| < 1.

It is well known [16] that in this case the Verblunsky parameters are given byΦ1(0) = −β
andΦn(0) = 0, n > 2. Consider the measuredσ̃ defined by

dσ̃ =
1

[z + z−1 − (α + α)]|eiθ − β|2
dθ

2π
.

Setting Re(α) = 0.8, β = 0.5, and computing the first moments using (3.1), we get
c̃0 = −0.9308 andc̃1 = −0.2395. The results produced by the algorithm for the first2000
Verblunsky parameters are shown in Figure4.5. Notice that the behavior of the Verblunsky
parameters is similar to the previous example.
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FIGURE 4.5. Verblunsky parameters for the Bernstein-Szegő case.

authors were supported by the project CCG07-UC3M/ESP-3339with the financial support of
the Comunidad de Madrid-Universidad Carlos III de Madrid.

REFERENCES

[1] M. I. B UENO AND F. MARCELLÁN, Darboux transformations and perturbation of linear functionals, Linear
Algebra Appl., 384 (2004), pp. 215–242.

[2] M. J. CANTERO, Polinomios ortogonales sobre la circunferencia unidad. Modificaciones de los parámetros
de Schur, Ph.D. thesis, Departamento de Matemáticas, Universidad de Zaragoza, 1997.

[3] L. DARUIS, J. HERNÁNDEZ, AND F. MARCELLÁN, Spectral transformations for Hermitian Toeplitz matri-
ces, J. Comput. Appl. Math., 202 (2007), pp. 155–176.

[4] L. GARZA , J. HERNÁNDEZ, AND F. MARCELLÁN, Orthogonal polynomials and measures on the unit circle.
The Geronimus transformations, J. Comput. Appl. Math., 233 (2010), pp. 1220–1231.

[5] L. GARZA AND F. MARCELLÁN, Linear spectral transformations and Laurent polynomials, Mediterr. J.
Math., 6 (2009), pp. 273–289.

[6] , Verblunsky parameters and linear spectral transformations, Methods Appl. Anal, 16 (2009), pp. 69–
86.

[7] Y. L. GERONIMUS, Polynomials orthogonal on a circle and their applications, Amer. Math. Soc. Transl., 1
(1962), pp. 1–78.

[8] E. GODOY AND F. MARCELLÁN, An analogue of the Christoffel formula for polynomial modification of a
measure on the unit circle, Boll. Un. Mat. Ital., 5-A (1991), pp. 1–12.

[9] , Orthogonal polynomials and rational modifications of measures, Canad. J. Math., 45 (1993), pp. 930–
943.
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