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ABSTRACT. Adaptive management of social-ecological systems requires integration and collaboration among scientists, policy makers,
practitioners, and stakeholders across multiple disciplines and organizations. Challenges associated with such integration have been
attributed to gaps between how human systems are organized and how ecosystems function. To address this gap, we explore the
application of information ecology as a theoretical basis for integrating human systems and natural systems. First, we provide an
overview of information ecology with reference to its relationship with information theory and how we define “information.” Principles
governing whole-part relationships, i.e., holons and holarchies, are then used to develop a general information flow model for
evolutionary, complex adaptive systems. This general model is then applied to examine a number of issues related to science–policy
integration and in the development of a reference framework for practical application in adaptive management. A number of additional
considerations for practical use of the framework are also discussed.
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INTRODUCTION
In recent years, significant attention has been given to challenges
related to science and policy integration for organizations tasked
with dealing with complex social-ecological issues (Rykiel 2002,
Hearn et al. 2008, Pollard et al. 2008, Baehre et al. 2011). These
challenges are multifaceted in that they require integration and
collaboration among multiple organizations operating across
many sectors and jurisdictions, with mandates that are
increasingly expanding into a plethora of activities related to
environmental assessment, regional land-use planning,
sustainable resource management, environmental protection, and
regional economic development, to name a few (Baskerville 1997,
Harris 2002, Gibson 2007, Mitchell and Shrubsole 2007, Cantin
2010, Waldick 2010). This range of activities has led to the
development of such a diversity of organizational frameworks
that many are beginning to question whether there can be any one
overarching construct for addressing such a wide range of issues
simultaneously (Christensen et al. 1996, Grumbine 1997, Yaffee
1999, Dovers and Price 2007, Price et al. 2009, Layzer 2010,
McAfee et al. 2010). Part of the challenge is that many of these
activities have come to mean the same thing (Slocombe and
Hanna 2007), and this has led to the development of frameworks
that encompass multiple issues under holistic constructs such as
adaptive management (AM; Holling 1978), ecosystems-based
management (EBM; Kappel et al. 2006), or “place-based”
strategies that focus on helping communities and regions adapt
to multiple processes simultaneously (Rammel et al. 2007,
Harcourt 2010, O’Brien 2012). 

Although holistic concepts such as AM and EBM are pointing
us in new directions, questions still remain with respect to how
we may be better organized within such an approach. Some
researchers suggest that the solution lies not so much in finding
universal agreement on overarching management frameworks,
but rather, it is “how we think about integration” that will bear
on the success of its implementation (Dovers and Price 2007,

Slocombe and Hanna 2007). Addressing complex social-
ecological issues also requires the relationship between science
and policy to be better defined. At issue is a question of
“organization,” particularly in terms of how we as human beings
need to find a more efficient and effective means for addressing
complex social-ecological issues.  

One approach is to develop a new “mental model” (Jones et al.
2011) that addresses the significant gaps between how human
systems are organized and how ecosystems function (Grumbine
1997, Yaffee 1999). Arguably, organizational frameworks used
during the modern era reflect mental models that are more
mechanistic than organic in nature, and new models are needed
that focus “less on concepts of the industrial age and more on
organizational theories relevant to an information age” (Yaffee
1999:718). Complex adaptive systems theory provides a starting
point, where human systems are viewed as interdependent and
coevolutionary with natural systems (Patten et al. 2002, Able and
Stepp 2003, Szaro et al. 2005, Kappel et al. 2006, Rammel et al.
2007, Gunderson 2010).  

Following this approach will therefore require a more explicit
incorporation of ecological principles in management and
organizational frameworks to enable organizations to be more
reflexive in responding to complex social-ecological problems
(Biggs et al. 2010, Folke et al. 2010, O’Brien 2012). This requires
going beyond simply attempting to adjust or adapt existing
industrial-era management structures to address more complex
dynamics of emerging social-ecological problems. Whereas
industrial-era models are based on modes of production rooted
in material transformation and flow, information-era models need
to focus on information transformation and flow. However, the
role of “information” for such transformation has been given little
or no attention in this regard, even though it is a subject that has
been explored at great length in evolutionary, complex adaptive
systems research (e.g., see Wicken 1987, Küppers 1990, Schneider
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and Kay 1994, Stonier 1997, Coren 1998, Kay 2000, Salthe 2003,
Hogeweg 2007). Whereas much of this work builds on Shannon
and Weaver’s (1949) “Information Theory,” its focus on
mathematical and quantitative aspects of information
transmission and communication is limited in addressing more
ephemeral, qualitative dimensions of information processes in
dynamic human organizational environments.  

To address these aspects, we examine the emerging field of
“information ecology” as a means for integrating multiple aspects
of information flow as it relates to organizational structural and
functional configurations for science–policy integration in
general and AM in particular. We do this by synthesizing
theoretical elements from a number of areas to illustrate how
information is collected, processed, transformed, transmitted,
and used among multiple disciplines at different levels within
organizations from primary scientific research to policy analysis
and decision making.  

We provide a brief  overview of information ecology to set the
context of its scope of application, to examine how it contrasts
with information theory, and to highlight a number of gaps that
need to be addressed to enable its application in science–policy
integration and AM. This includes providing some clarification
on what is meant by the term “information” and why there are
many contexts and definitions for its use. We use principles derived
from the concept of holons and holarchical systems to describe
intrinsic structural properties related to how information
functions in evolutionary, complex adaptive systems.  

We use these general principles in the development of a general
model and reference framework to guide practical application,
including an examination of a number of issues related to science–
policy integration. Insights provided by this analysis are then used
to elaborate more specifically how it can be applied in an AM
context. We close with a discussion of a number of salient issues
that need to be kept in mind when applying this approach in
practical settings, along with some additional theoretical
speculations and suggestions for further research.

INFORMATION ECOLOGY

Overview
The term “information ecology” is used in many areas of research
that include studies of animal behavior and human psychology
(Dall et al. 2005, Fiedler et al. 2007), comparative studies of
human ecosystems and natural ecosystems (Erymonin 1998,
Stepp et al. 2003), and within the human realm of information
systems development, business processes, organizational theory,
politics, and culture (Davenport 1997, Rasmussen 1999, Nardi
and O’Day 2000, Malhotra 2002, Bekkers and Homburg 2005).
Although there is not yet a core body of knowledge or theory
associated with the field, it is reasonable to categorize two general
areas where the term is applied: (1) information environments
within human organizations and (2) information environments
that involve the interaction between human and natural systems.  

The first area focuses specifically on information technology and
management (IT/IM) with particular attention to political and
cultural aspects of information use within human organizations.
In this context, ecology is used as a metaphor on the rationale
that processes that affect information flow and use in human

organizations exhibit characteristics similar to processes observed
in natural systems. Davenport (1997:28) contrasts information
ecology with conventional approaches to IT/IM in the following
way:  

Information ecology includes a much richer set of tools
than that employed to date by information engineers and
architects. Information ecologists can mobilize not only
architectural designs and IT but also information
strategy, politics, behaviour, support staff, and work
processes to produce better information environments. …
They rely on the disciplines of biology, sociology,
psychology, economics, political science, and business
strategy – to frame their approach to information use. 

In a similar vein, Nardi and O’Day (2000) emphasize qualitative
and ephemeral dimensions that tend to be missed by technology-
centric approaches to IT/IM. For example, they question how the
notion of an “information community” is treated in mainstream
IT/IM as a homogenous environment with definable
characteristics. They offer an alternative perspective that views
human information environments as more open, dynamic, and
nonlinear, with characteristics that are continuously changing,
and for which there can be multiple and overlapping communities.
A number of ecological concepts they use to characterize human
information environments include the metaphor of a keystone
species to refer to specific individuals in an organization that are
deemed critical for information flow and connectivity, as well as
locality, context, and habitat. 

The second area to which definitions have been proposed are those
that include the study of information processes in both the human
domain and the natural world, with particular attention given to
the role of information in the interaction between the two. In this
context, Stepp (1999:41) defines information ecology as:  

… the study of the relationship of environmental
information (at least physical, biological, social and
cultural environments) to all that comprises collective
and individual processes of knowing and decision making
(ideology, values, expectations, beliefs, symbolism). 

The idea of extending the functional role of information in natural
systems to the study of human systems is further advocated by
Eryomin (1998:241), who offers the following perspective:  

Information ecology is a science which studies the laws
governing the influence of information summary on the
formation and functioning of bio-systems, including that
of individuals, human communities and humanity in
general and on the health and psychological, physical and
social well-being of the human being; and which
undertakes to develop methodologies to improve the
information environment. 

Although there are differences in perspective, it is evident from
these descriptions that the intent is to use information ecology as
a framework to provide a more open, dynamic, and ecological
context for studying how information processes operate in both
human and natural environments. What is missing in the
literature, however, is a general model that can provide a more
explicit link between how information functions in natural
systems and human systems in an adaptive, evolutionary context.
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We propose an initial conceptual model to fill this gap. In pursuit
of such a model, it is first necessary to examine what is meant by
the term “information.”

Defining information
“Information” is one of the most widely used words in modern
times, and there can be many differences in meaning depending
on the context in which it is used (Mingers 1997, Eddy and Taylor
2005). Dictionaries typically provide several colloquial definitions
that are often based on circular reasoning and that at times may
even be contradictory (Stonier 1997). For example, defining
information as “data that is transformed into knowledge” is
counterintuitive to other definitions that regard “data” and
“knowledge” as specific “types” of information. In a related
context, information is commonly regarded as an intermediate
level between data and knowledge, as typically seen in data-
information-knowledge-wisdom pyramids. Although such
models have been widely adopted, a critical review reveals the
origins of the concept to be without solid theoretical or empirical
foundation (Rowley 2007). These apparent contradictions are
now pervasive in everyday discourse to such an extent that the
term is often simply taken for granted, and multiple connotative
meanings take precedence over more technical denotative
meanings. Proponents of information ecology take a pluralistic
approach to accommodate these multiple, even contradictory,
definitions of the term so that it is not confined, nor reduced to
one particular form or domain. Differences in meaning relate not
so much to a lack of agreement on what information is or is not,
in a denotative sense, but more so on the dynamic nature and
multiple contexts within which the term may be defined and used,
in a connotative sense (Mingers 1997).  

There are, however, a number of fundamental principles provided
in information theory that may shed some light on why there are
so many contexts for its meaning and use. We draw on principles
originally developed by Shannon and Weaver (1949) and applied
further in the study of evolutionary processes in biological and
ecological systems that also draw from more recent developments
in nonequilibrium thermodynamics (Wicken 1987, Küppers 1990,
Schneider and Kay 1994, Coren 1998). According to this school
of thought, information is regarded as a complement of entropy
in self-organizing systems. Although entropy has historically been
regarded as a direct measure of disorder in systems, it is now
regarded as a measure of the number of possible pathways a
system may take in terms of its organizational structure (Kay
2000). Although highly disordered systems have high entropy, not
all systems with high entropy are disordered or chaotic. The
distinction pertains to the amount of information present in a
system, which is directly reflected in the level of complexity in its
organizational configuration. Stated another way, ordered
structural–functional configurations that emerge from the
interaction of matter and energy in complex systems reflect the
degree of information contained in the system as a result of such
interactions.  

This is illustrated with the help of Figure 1, which contrasts a
random system with little or no organization (Fig. 1a) with a
system that exhibits a higher degree of organization and structure
(Fig. 1b). The organized system has lower entropy because of the
formation of a structural configuration of constituent elements
that reduces the number of possible pathways the system may

Fig. 1. Illustration of the concept of information as the
complement of entropy: (a) a highly disordered system with
high entropy and low information and (b) an ordered system
with lower entropy and higher information.

take and, therefore, has more information. A planetary system,
for example, has more information than the cloud of particles
from which it formed. This approach regards information as the
innate tendency for evolutionary, self-organizing systems
elements to organize into some ordered formation, or “in
formation.” As Stonier (1997:14) postulates how “information is
to organization, what mass is to matter, and heat is to energy,” it
follows that information be used as a definitive element in
understanding organization, whether dealing with simple,
complicated, complex, or chaotic systems. 

Such a view provides a basis from which multiple meanings and
contexts may be more fully appreciated. The degree of
organization in a system is in part a function of a system’s response
to environmental conditions and highlights the intrinsic
relationship between information “content” of a system, i.e., the
organizational configuration, and the “context,” i.e.,
environmental conditions, in which it formed. Because there are
many types of systems to which this definition can apply, e.g.,
physical, biological, social, linguistic, technological, and
representational, there can therefore be as many definitions or
contexts for the use of the term as there are systems of interest.  

It is also possible to examine how this approach to defining
information may implicate how we define terms such as data,
knowledge, or meaning and in which contexts such distinctions
need to be made. Building on the work of Lindholm and
Sarjakoski (1994) and Rasmussen (1999) in the fields of geomatics
and information systems design, Eddy and Taylor (2005) define
these terms generally as data being any raw sensory information
that describes “what there is,” knowledge as information that
describes “how things work,” and meaning as information applied
in terms of “what it means/what to do” in a given circumstance
or decision context. Data used in a knowledge context are given
a higher degree of organization through analysis and
interpretation, and therefore, it can be deduced that knowledge
has more information than data. It follows that knowledge is
structurally dependent on data as a primary input, and all forms
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of knowledge have meaning in some context (Eddy et al. 2006).
It is therefore more accurate to say that all information contains
some combination of data, knowledge, and meaning, whether
explicit or implied, and it is important to consider how these
aspects function simultaneously as a nested relationship.  

The intrinsic structural–functional dependencies in the
progression from data to knowledge to meaning can be equated
with three levels of semiotic relations identified by Küppers (1990)
as the following: (1) syntactic, (2) semantic, and (3) pragmatic.
The syntactic pertains to the ordering of primary elements in a
message or code, e.g., letters, numbers, and symbols, or “data”;
the semantic pertains to many possible arrangements that can be
made from primary elements, such as words that comprise
meaningful sentences or different knowledge statements inferred
from data. Whereas the syntactic and semantic combine to make
up the “content” of a message, the pragmatic aspect pertains to
the usefulness of the message in a particular context, i.e.,
“meaning.” When these structural–functional dependencies are
viewed in terms of levels of semiotic relations, as Küppers (1990)
makes explicit, some general principles can be used to provide a
means for thinking differently about how information can be used
as a basis for integration. We turn to some general principles
derived from the theory of holons and holarchies that offer some
additional insights on nested dependencies.

Holons, holarchies, and information structure
The concept of a holon was first developed by Koestler (1967) as
a means to accommodate both reductionistic and holistic
dimensions of complex systems. The term literally means “whole-
part” and, more specifically, refers to the relational dependencies
among wholes and parts in complex systems. Koestler developed
a set of general principles that describe how structural–functional
dependencies are governed by holonic relations. Some of these
principles have been incorporated in various ways in hierarchy
theory (e.g., see Allen and Starr 1982, Salthe 1985, and O’Neill
1989); however, for simplicity, several more concisely stated
“holonic tenets” described by Esbjörn-Hargens and Zimmerman
(2009:85) will suffice for this analysis. In contrast to
spatiotemporal properties used in hierarchy theory, such as
smaller/larger or faster/slower levels in natural systems, the
holonic tenets focus on structural–functional dependencies
between holonic levels in terms of higher and lower relationships
in multilevel “holarchical” systems, which can be physical,
biological, ecological, symbolic/linguistic, or any other type of
structurally ordered system. The following four tenets are used to
describe a few of the core principles:  

1. Each holonic level transcends and includes holons on lower
levels. 

2. Lower level holons set the possibilities for the higher level
holons; and higher level holons set the probabilities
(constraints) on the lower levels. 

3. Destroy holons on any particular level, and all the levels
above it are destroyed, but none of the levels below it. 

4. Each level in a holarchy produces greater depth and less
span. 

Two simple holarchical systems are used for illustration. The first
is a physical system pertaining to how molecules form from atoms,

and the second is a symbolic system pertaining to how words are
composed of letters (Fig. 2). In both systems, higher levels, i.e.,
molecules or words, are composed of the holons that make up the
lower levels, i.e., atoms or letters. Holons exist on both levels; they
are, in part, wholes unto themselves, i.e., atoms or letters, yet
simultaneously parts of another whole, i.e., molecules or words.
Higher level holons in each example may subsequently become
parts of larger wholes, such as organisms or sentences,
respectively. Koestler (1967) referred to this as a “Janus-effect,”
meaning that all holons have two faces, one of wholeness unto
itself  and the other as a part of another whole or broader system.
A holarchy can contain any number of levels of holonic
relationships, depending on the complexity and holonic depth of
a given system.

Fig. 2. Graphical illustration of holonic relations and
information structure.

The first tenet emphasizes how each level “transcends and
includes” lower level holons. This principle focuses attention on
the nested dependencies present among multiple levels of a
system, in contrast to focusing on particular levels in the exclusion
of other levels. The pertinent notion is the explicit recognition
that higher levels do not operate in a detached fashion from their
constituent parts, as the term transcendence sometimes implies;
higher level holons not only transcend but also include lower level
holons, and it is the lower level holons that make the existence of
the higher level holons possible. The second tenet builds on this
logic in stating how lower level holons set the possibilities for
higher level holons, a bottom-up relationship. For example, the
types of molecules or words that form in a particular context
depend first on the types of atoms or letters that are available. As
these levels in a system emerge and a holonic level comes into
formation, it does so partly as a result of setting behavioral
constraints on the lower level holons, which is stated as the higher
sets the probabilities of the lower, a top-down relationship. For
this reason, it is said that levels in a holarchical system “emerge”
and “coevolve” through both bottom-up and top-down
interaction among levels. 

Although the structural and functional dependencies among
levels is nonlinear and dynamic, there is a “not vice versa”
principle that is intrinsic in the holonic structure of ordered
systems. For example, words are made of letters and molecules
are made of atoms, not vice versa. The properties that define a
particular holonic level, e.g., a molecule of water, are different
from those of the lower level holons, hydrogen and oxygen, but
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are derived from a combination of their properties. Ordered
systems are therefore vulnerable to cascading effects in that if  the
integrity of holons on a particular level is destroyed or negatively
affected, then so too will be the integrity of the holons on the
higher levels, but not necessarily to levels lower than those affected
(tenet 3).  

How one applies the holonic tenets to analyses of complex systems
depends on the nature of the systems being studied. This is
particularly relevant for the use of the fourth tenet, which specifies
how with increasing levels there are fewer holons, stated as
“greater depth, less span.” In a strict hierarchical sense, depth
refers to the number of holonic levels in a system, and span refers
to the number of holons on a particular level. For example, a word
is composed of one or more letters, as is a molecule of one or
more atoms, not vice versa. Although this general principle holds
for singular cases in closed, bounded systems, there are many
possible permutations that can be made of the same primary
elements in open, unbounded systems. Esbjörn-Hargens and
Zimmerman (2009) emphasize this distinction by differentiating
individual holons, i.e., closed, physically bounded holons, such as
a tree or a person, from social holons, i.e., open, ephemeral holons,
such as a forest or a community. In their framework, the term
“social” is not confined to the interaction among humans only
but is extended to describe the interactions that occur among any
type of individual physical, biological, or linguistic holons in
space and time. Although individual holons are hierarchically
structured, the many possible permutations that can emerge in
complex systems can result in a variety of heterarchical
arrangements (Fig. 3). Both human and natural systems involve
different types of individual holons functioning in some form of
collective behavior as social holons, and it is the interaction
between these hierarchical and heterarchical arrangements across
different spatiotemporal scales that contributes to the complexity
of complex systems. It is for this reason that the term “holarchy”
is preferred over the conventional notion of hierarchy, whereby a
holarchy is a multileveled system composed of both hierarchical
and heterarchical arrangements that are structured through both
bottom-up and top-down relational dependencies and
interaction: holarchy = hierarchy + heterarchy. 

In essence, the holonic tenets provide a set of principles by which
intrinsic structural–functional configurations of complex systems

Fig. 3. Graphical illustration of multiple hierarchical
arrangements comprising a heterarchy.

can be analyzed and are therefore inherent to the general
definition of information and, consequently, may be applied to a
variety of system contexts. For the purpose of applying these ideas
to science–policy integration in AM, we provide a summary of
this theoretical overview in the form of a general model.

Summary and general model
The main intent in applying information ecology for AM is to
draw attention to the role of information structure and function
in both human and natural systems as they coevolve over time.
Adopting theoretical principles that are common to both human
and natural systems provides a foundation for thinking differently
about how to better align human systems with natural systems
and, consequently, develop more coherent and comprehensive
approaches toward integration across disciplines and
organizations. The theoretical principles we describe are
summarized subsequently with the help of the schematic in Figure
4, which is based on a model of autopoietic (self-organizing)
systems (Maturana and Varela 1980) and depicts how information
flows in an evolutionary, adaptive system context, using a species
and its environment as a general example.

Fig. 4. General reference model of information structure and
flow in evolutionary, adaptive systems, e.g., a species and its
environment.

. On a fundamental level, information pertains to the degree
of organization in a system, which occurs partly as a result
of how a system, i.e., an organism, species, or population,
responds to changes in environmental conditions. 

. Self-organizing (autopoietic) systems evolve and adapt by
processing information through three successive levels: (1)
syntactic, (2) semantic, and (3) pragmatic. To simplify
terminology, these are subsequently referred to as primary,
secondary, and tertiary levels. 

. The primary, secondary, and tertiary levels are successively
structured in a holarchical manner and follow the general
principles set out in the holonic tenets. 

. Individual ecological entities, i.e., individual holons, such as
cells, animals, or human beings, are hierarchically

http://www.ecologyandsociety.org/vol19/iss3/art40/


Ecology and Society 19(3): 40
http://www.ecologyandsociety.org/vol19/iss3/art40/

structured; whereas the interaction among individual
ecological entities, i.e., social holons, such as populations,
gives rise to heterarchical configurations. 

. Holonic and holarchical levels “emerge” and “coevolve”
through both bottom-up and top-down interactions.
However, a “not vice versa” principle requires fundamental
dependencies of lower levels on higher levels, and higher
levels provide new systemic contexts for lower level
organization. 

. Information ecology involves the study of information both
within and between human and natural systems in this
context. It deals with all aspects of information production,
flow, and use, as well as both quantitative and qualitative
aspects, and therefore provides a basis for examining the role
of different types of information for a variety of purposes.

REFERENCE FRAMEWORK

Context and scale
The general principles outlined with the model presented in
Figure 4 are applicable to many types of systems that operate
across a wide range of scales, from individual micro-organisms
and their microenvironments to large populations and their
corresponding macroenvironments. Consideration can be given
to multiple contexts in relation to ecological processes that operate
across diverse spatial and temporal scales (Eddy 2005, Mitchel
and Shrubsole 2007, Jørstad and Skogen 2010), whereby specific
structural–functional configurations of each level differ in
relation to the scale and nature of the system under consideration.
For example, on the scale of an individual animal species, the
three levels pertain to its (1) sensory-physiological capacity, (2)
neurological-memory capacity, and (3) instinctual-behavioral
capacity, respectively. For a species to adapt to changing
environmental conditions, it must have the capacity to both
absorb information from its environment and process it internally
through all three levels to enable a proper adaptive response. As
a general principle, failure to accomplish this process will result
in the inability of the species to evolve and adapt.  

We examine how this model can be applied in the development
of a general reference framework for application on the scale of
the interaction between human systems and natural systems. In
this context, the three levels pertain more broadly to the following:
(1) the human capacity to gather factual information about
ourselves and the natural environment, (2) the capacity to
integrate information and identify problems and potential
solutions, and (3) the capacity to decide and take an appropriate
course of action. For the purpose of developing a general
reference framework, we proceed in two steps. The first step
involves looking at how information flow between levels
corresponds with issues related to science–policy integration. The
second step examines what is needed within each level to be
applicable in an iterative, learning-based AM context.

Science, policy, and decision support
One of the more salient issues related to integration in AM is the
continuing debate with respect to the role of science in policy and
decision making. Ensuring that policy and decision making are
science or evidence based, or making science more policy relevant,

requires some degree of integration between the two domains.
Figure 5 presents three ways of visualizing challenges associated
with this integration. The first (Fig. 5a) suggests the relationship
be viewed in terms of a “supply and demand” model (e.g., see
Sarewitz and Pielke 2007), whereas the second (Fig. 5b) suggests
the interface is more of a “complex interaction” than simply a
unilateral or bilateral flow of information from one domain to
the other (e.g., see Jørstad and Skogen 2010).

Fig. 5. Three ways of characterizing the current state of
science–policy integration in adaptive management: (a) separate
cultural domains operating according to a “supply-demand”
approach, (b) a direct integration of the two domains, and (c) a
three-tiered framework involving a level of decision support.

Efforts to foster better integration by focusing on improving
communication and knowledge exchange confront a number of
challenges related to cultural differences between the two
domains. The cultures of science and policy have been variously
characterized as having contrasting operational constraints and
time horizons, different languages and audiences, different
methods of accountability, and different political drivers (Holling
1998, Bradshaw and Borchers 2000, Saner 2007). Such
characteristics are similar to what Davenport (1997) uses to
differentiate “information environments” in organizations.
Analogous with the ecological concept of a habitat, the respective
cultures of both science and policy evolved over long periods of
time and acquired their cultural characteristics for important
functional reasons. Although this presents challenges with
communication and information exchange (Fig. 5a), there is also
evidence that suggests that the direct mixing of the two (Fig. 5b)
contributes to even greater institutional inefficiencies (Rykiel
2002, Baker and Bowker 2007).  

In the interest of maintaining cultural and functional integrity of
both domains, a number of authors suggest that a level of
mediation between the two is required for effective and efficient
integration (Davenport 1997, Nardi and O’Day 2000, Opdam et
al. 2001, Stevens et al. 2007). This is illustrated in Figure 5c as a
three-tiered model with the insertion of a level of decision
support. In essence, this approach combines the two scenarios
depicted in Figure 5a, b where the integration of science and policy
is facilitated by a level of decision support while preserving the
cultures of the two domains. The type of expertise required on
this level includes both applied scientists and policy analysts who
understand the intricate nature of scientific information, the
circumstances, and the context of the decision-making
environment they are supporting and, with the help of knowledge
exchange specialists, are well practiced in integrating and
translating complex information more effectively under
constraints of limited time and resources (Christensen et al. 1996,
Opdam et al. 2001, Rykiel 2002, Stevens et al. 2007).  
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The type of integrative science conducted in a secondary level, i.e.,
decision support, environment is markedly distinct from primary
research in that its aim is to address particular policy issues. It
usually does not engage in the collection of raw data as a priority
activity, except in cases where critical data gaps need to be filled.
The distinction among these levels has been characterized with a
variety of terms such as analytical (primary) and integrative/
systemic (secondary) science (Holling 1998, Saner 1999); policy-
distal (primary) and policy-proximal (secondary) science (Jung
1999); and actionable (Roux et al. 2006) or regulatory science
(Jørstad and Skogen 2010), to name a few. The three levels also
appear in integration frameworks where specific roles are identified
for “domain experts” (primary), a “core team” (secondary), and
“all participants” (tertiary; e.g., see Fall et al. 2001, Sturtevant et
al. 2007). Others note an important distinction between the
secondary and tertiary levels in that the role of decision support is
to be objectively “informative,” whereas the tertiary level is
primarily a “decisive” environment (Dovers and Price 2007,
Rammel et al. 2007). The latter involves the formulation and
implementation of decision outcomes, reflected in new or modified
policies, laws, regulations, programs, and so forth, and is conducted
in environments that may often be subject to sensitive political
factors, e.g., public pressure, budgetary priorities, or other political
issues.  

The model presented in Figure 4 provides a basis to examine how
these relationships between science and policy may be characterized
from an information ecology perspective. What others observe as
a problematic interface between science and policy can be attributed
to the lack of a semantic interface between the syntactic role of
science and the pragmatic challenges of policy and decision
making. In this context, policy can be viewed as equivalent to the
tertiary (pragmatic) level, and pure scientific research is viewed as
equivalent to the primary (syntactic) level. Scientific information
products, treated as independent factual elements, function as
primary inputs that can be integrated and synthesized in a variety
of ways to inform policy and decision making. This process is
facilitated by the mediating function of decision support, which is
equivalent with the secondary (semantic) level wherein a variety of
alternative scenarios or propositions to specific problems need to
be explored in a manner that is often iterative and participatory
with both primary- and tertiary-level input. Examining science and
policy integration from this perspective leads to a number of
observations using the holonic tenets and the “not vice versa”
principle:  

. The integration of science in policy and decision making
requires a three-tiered multilevel system of information
processing and flow among primary, secondary, and tertiary
levels that emerge and coevolve through both bottom-up and
top-down dynamic interaction. Factual information (content)
flows forward from primary to secondary to tertiary levels,
and pragmatic information (context) provides feedback on
lower levels. The secondary level provides a mediating
interface to facilitate the appropriate use of factual (scientific)
information in a variety of pragmatic, i.e., policy and decision-
making, contexts. 

. The quality of scientific information provided from the
primary level, mediated through the secondary level, will

influence the quality of decision making on the tertiary level,
a bottom-up, supply relationship. Conversely, higher level
policy issues, or pragmatic circumstances in general, may set
the context for what scientific information is required or
produced, a top-down, demand relationship. The transitory
nature of policy and decision making is an “open context”
that is in a state of continuous flux, which is why AM requires
continuous iteration and learning. 

. Whereas it is possible for scientific research to be conducted
independent of any pragmatic or policy context, it is not
without its own context in terms of its quest for pure
knowledge. Decision making, however, is fundamentally
dependent on the input of some form of objective
information about the state of affairs it aims to address. The
degree to which the information used is subject to a rigorous
scientific process determines whether the decision-making
environment is “science based.” 

. Ideally, scientific research, although not independent of its
own context, should not be interfered with by political
circumstances in the tertiary level, or it will risk sacrificing
its need for scientific objectivity. This is not to say that all
science is purely objective and all decision making is purely
subjective, as both have their own forms and degrees of
objectivity and subjectivity. What is important is that
scientific inquiry operates without the influence of political
ideologies in tertiary environments. 

. Although science-based policy and decision making is a
desired approach, it is important to recognize that scientific
information is not always complete, nor without uncertainty
or conflicting information. Uncertainties and information
gaps may be the most critical factors that need to be
considered by decision makers, who need to deal with them
outside the realm of conventional scientific inquiry. 

. It is intuitively apparent how the depth and span of
information decreases as it flows from the lower levels to the
higher levels. Large volumes of scientific data on the primary
level need to be integrated and synthesized on the secondary
level to produce concise summary products for use in
tertiary-level environments. This is regarded as the
hierarchical aspect of information flow. 

. However, the same primary scientific data can be interpreted
and processed in a variety of ways to either address a
particular policy issue or to address multiple issues. This
represents the heterarchical aspect of information flow (see
Fig. 3), which can result in drawing different conclusions
from the same primary data and, in some cases, lead to
conflicting views in tertiary environments. 

. Some of the implications for these relations mean that it is
possible to discredit a particular decision by discrediting the
scientific or factual information on which it is based, but not
vice versa. Good-quality scientific information does not
necessarily guarantee good-quality decisions, because other
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Fig. 6. General reference framework for science–policy integration and adaptive management based on principles of information
ecology.

factors come into play on the secondary and tertiary levels.
In simpler terms, it remains possible to make bad decisions
with good scientific data, but it is less possible to make good
decisions with bad scientific data.

Application to adaptive management
The management of human interaction with natural systems
requires integration of multiple areas of the natural and social
sciences to address complex social-ecological issues. Challenges
associated with the complexity and highly unpredictable nature
of this interaction are what some researchers refer to as “wicked
problems” (Rykiel 2002, Pollard et al. 2008). As mentioned in the
introduction, areas of focus cover a wide range of activities that
come under various names, many of which have come to mean
the same thing. The concept of AM (Holling 1978) provides a
synoptic, yet practical frame of reference to address the
complexities involved in these activities. EBM is one approach to
AM, and for the purpose of this analysis, we use the following
definition provided by the Ecological Society of America:  

… an integrated, science-based approach to the
management of natural resources that aims to sustain the
health, resilience and diversity of ecosystems while
allowing for sustainable use by humans of the goods and
services they provide [and which] necessarily

incorporates biological, physical, and human components,
including social and economic systems. Ecosystems-
based management’s goals include learning how these
biophysical and socioeconomic spheres interact, and
finding institutional and scientific ways of managing
multiple human activities within entire ecosystems
(rather than arbitrary management units), based on this
understanding of the linkages among activities and social
and ecological system components. (Kappel et al. 2006) 

Although this definition focuses on the management of natural
resources, the context can apply more broadly to managing the
interaction between human systems and natural systems in
general. Figure 6 provides an information ecology–based
reference framework that identifies key requirements for a
comprehensive approach to AM by expanding on the three-tiered
model presented in Figure 5c. The three levels are identified as
policy, decision making, and action, i.e., tertiary level; science–
policy integration and decision support, i.e., secondary level; and
primary scientific research, i.e., primary level. Table 1 provides
additional details of some general characteristics of the three
levels as “information environments.” Each level involves a series
of components and processes required to fulfill the respective
information-processing functions and for which two types of
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Table 1. General characteristics of primary, secondary, and tertiary information environments; modified after Eddy and Taylor (2005).
 

Primary Level
(Multidisciplinary)

Secondary Level
(Interdisciplinary)

Tertiary Level
(Transdisciplinary)

Information
Environment

Researchers working in specialized
disciplines with specific paradigms and
practices. Primarily multidisciplinary
with some interdisciplinary
collaboration on closely related topics.
Research activities are aimed at
discovering “how things work.”

Integrative, collaborative research teams
involving both scientists and policy
analysts addressing particular social–
ecological issues. Activities are driven by
pertinent social–ecological issues, and the
aim is to “analyze problems and suggest
possible solutions.”

Decision-making environments
involving the public, senior policy and
political leaders, and stakeholders.
Activities are driven by pressing
political issues where the aim is to
“decide what to do, and take action.”

Inputs Recorded measurements and
observations of the real world (primary
data); can be quantitative or qualitative;
includes previous research/knowledge
of particular subject matter.
Information is highly technical, using
discipline-specific language.

Primary data and knowledge reprocessed
for inclusion in integrative analyses.
Problem descriptions; analyses of context
and circumstances. Information is both
technical and policy oriented; language is
generalized to ease communication and to
better understand complex issues.

Summary decision-making information
products, easy to use, understand and
communicate among people with
diverse backgrounds and areas of
expertise. Technical jargon is minimized
where possible; plain language is the
norm.

Processing Analysis, interpretation, and
development of theories and
explanations of particular subject
matter (physical, natural and social
sciences, and humanities).

Integrated analysis and modeling of a
particular geographic region/ecosystem
using physical, biological, and human
dimensions. Historical and current
scenarios (descriptive), modeling future
scenarios (predictive), and integrated risk
analyses (prescriptive).

Structured, semistructured, or ad hoc
processes for addressing particular
issues. Usually involves multiple
stakeholders, consultations,
presentations, education and the media.

Outputs Specialized databases, published papers,
presentations, reports. Usually specific
to particular disciplines (e.g., hydrology,
forest ecology, economics, sociology).

Integrated ecosystems databases,
integrated models, dynamic simulations,
risk/trade-off  analyses for use in planning
and decision making.

Plans, guidelines, status reports,
regulations, policies, laws, and other
forms of mass communication. Action
items and delegation of responsibilities.

Information
Technologies

Often highly specialized, depending on
the discipline and nature of the data to
be collected. Usually requires
specialized training.

Integrated analyses, simulation modeling,
and other advanced technologies (e.g.,
expert systems, decision-support systems).

Internet/web-based content and
applications; mass media/
communications; multistakeholder
consultation support technologies (e.g.,
forums, blogs, voting systems).

GIS and
Geomatics
Technologies

Provides base geographic reference
layers (e.g., topographic, elevation,
digital imagery; transportation, place
names); advanced analyses and
modeling of particular subject matter.
Internet-based data access and sharing
protocols.

Multithematic geospatial data integration,
analysis, and modeling; scenarios and
simulations; expert systems/custom
analysis tools; Internet-based data access
and sharing protocols; some web-based
analysis tools.

Web/internet-based data visualization
and decision-support tools; information
products/reports; generalized mapping
for nonspecialists; use of
cybercartography, digital atlases, and
‘virtual planets’ (e.g., Google Earth,
NASA World Wind).

integration are identified: (1) “horizontal” integration “within”
levels and (2) “vertical” integration “across” levels. The holonic
tenets apply not only to integration among the three levels from
bottom to top, but also to the sequence of components and
processes within each level from left to right.  

The sequence of questions presented in the tertiary level are a
synthesis of four general stages found in many AM frameworks
(Rykiel 2002, Szaro et al. 2005, Rammel et al. 2007, Hearn et al.
2008, Bizikova 2009, Bizikova and Waldick 2010). These include
the following: (1) assessing current conditions, (2) exploring what
might happen in the future, (3) evaluating options and deciding
on a course of action, and (4) following up decisions by taking
action and monitoring progress. The requirements to support
tertiary-level policy and decision-making activities are identified
by four corresponding decision-support capacity areas in the
secondary level. It is first necessary to describe what is known
about the ecosystem under question and establish baseline data
integration, which will often include analyses of historical trends
that lead to current conditions. This first and most fundamental

step provides a necessary foundation for making predictions, i.e.,
forecasts and scenarios, about future possibilities. Future
scenarios are then used in a risk analysis component to provide
decision makers with options for consideration. The data and
technologies used across these areas can be applied further in the
development of indicators and monitoring systems to help track
progress and evaluate the effectiveness of actions taken.  

It is worth noting that in practice, the processing of information
along this sequence of stages should not be expected to occur in
a simple linear fashion. In reality, information flows within and
between components at different rates and time periods. What
this sequence indicates are the holonic dependencies that progress
from left to right, in that answers (outputs) to each question
(component) become necessary inputs to subsequent questions
and will influence the quality of decisions and actions taken.  

The holonic dependencies inherent in the primary level reflect an
evolutionary sequence, left to right, from physical to biological
to human systems. Because each level transcends and includes
prior levels, emphasis is placed on how human systems are
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holarchically dependent on biological and physical systems (Eddy
2005, Favis-Mortlock and de Boer 2005). Positioning these three
broad areas of primary scientific inquiry in this way provides the
necessary elements required for comprehensive integration and
synthesis on the secondary level. Ideally, scientific data and
knowledge representing the human systems domain should be
analyzed and structured in such a way as to allow integration with
natural systems data and knowledge (Eddy and Dort 2011).  

This type of integration requires geographic representations of
human–natural systems interactions in space and time and
presents several challenges. Integrating data and knowledge from
across the full spectrum of natural and social (human) sciences
requires different forms of collaboration and knowledge
exchange. By emphasizing the levels of the framework as
information environments, the three levels generally correspond
with multidisciplinary, interdisciplinary, and transdisciplinary
environments, respectively (Max-Neef 2005, Pregernig 2006). The
primary level is characterized as multidisciplinary in that there
are many disciplines that are often focused independently on
particular subjects. Addressing complex policy issues by means
of comprehensive integration across disciplines is not a priority
in primary scientific research. The application of primary
scientific research for addressing policy issues is the specific task
of the secondary level. It is characterized as interdisciplinary in
that specialists from a variety of disciplines are required to work
together in a more holistic manner toward synthesis and
integration. A distinctive feature of the transdisciplinary
environment on the tertiary level is the need to translate highly
technical language used on the primary and secondary levels into
plain-language terms for which both experts and laypeople can
share a common understanding. It is “trans”-disciplinary because
it transcends and includes both interdisciplinary and
multidisciplinary information and is neither confined nor reduced
to the language used on those levels. 

One of the most important aspects of these levels that characterize
them as distinct information environments is related to how
people collaborate and communicate with respect to the types of
information with which they are working (Davenport 1997, Nardi
and O’Day 2000). Each level has different challenges relating to
internal organization, funding, and management support, as well
as other political and cultural factors. Whereas information
ecology emphasizes the central importance of these qualitative
human dimensions, it does so in the context of how they coevolve
with IT/IM practices. As summarized in Table 1, different forms
of IT/IM are used to support the range of activities associated
with the three levels, which warrants some elaboration.

Information technology and management
Information technologies that are most commonly associated
with activities on the three respective levels are presented in Table
1. In general, distinctions among them pertain to the degree in
which specific technologies allow users to manipulate information
content. The holonic tenets apply to information content that
flows from primary to tertiary levels; however, the “not vice versa”
principle generally works in the opposite direction as it pertains
to the level of functionality made available for manipulating
information. 

The technical capabilities progress from the primary to the tertiary
level starting with data collection (transactional-syntactic),

manipulation and analysis (analytical-semantic), to display and
presentation (synthetic-pragmatic). Functionalities used on a
higher level are available to lower levels, but not necessarily vice
versa. Access to functionality and information content on a
particular level from a higher level may be restricted for a variety
of reasons related to data licensing, confidentiality, or other
security restrictions or practical constraints related to types of data
and functionality that users at a higher level may not normally be
accustomed to using (Eddy and Taylor 2005, Pulsifer and Taylor
2005). Although it is possible to develop systems that allow users
to explore options and scenarios at a tertiary level, e.g., such as in
a decision-support system, the actual building of these types of
systems is a technical activity that best takes place on the secondary
level as part of its role in providing decision support. Secondary-
level technologies require the ability to integrate data from multiple
and often disparate sources; conduct analyses and modeling, e.g.
forecasts or scenarios; and further integrate these capabilities for
integrated risk analysis. Data collection functionalities used on the
primary level can include small-scale ubiquitous technologies for
use with cell phones and laptops but more commonly pertain to
large-scale systems such as satellite and airborne remote sensing
systems, land survey technologies, geophysical and biophysical
instruments, and technologies used in government surveys and
business transactional systems.  

Taken collectively, the information-handling capacities provided
by the range of technologies used across the three levels are geared
toward channeling the depth and span of information flow from
the primary level to the tertiary level. Each level adds value to
information provided from previous levels by adding depth through
analysis and transformation for particular contexts. This often
results in a reduction in volume of information from the lower to
higher levels along individual processing streams. This reduction
in volume underscores the notion that information used by decision
makers merely represents the “tip of an iceberg”; one may think of
the waterline as representing the boundary between the tertiary and
secondary levels where the volume of information content expands,
often exponentially, down to the primary level.  

However, as discussed previously, because there can be multiple
contexts to which the same primary information may be applied,
the result is an overall heterarchical configuration of information
flow similar to the relationships described in Figure 3. What gives
information value in a tertiary-level environment is its concise
relevance to an issue that needs to be resolved under tight time
constraints. The provision of “too much information” imposes an
additional information processing burden on tertiary-level users
and can contribute to inefficiencies in the decision-making process.
The general definition of what information is, as the complement
of entropy, can be used as a guiding principle in this regard.
Specialists working in a secondary-level capacity need to ensure
that information products provided to tertiary-level environments
are properly geared toward the context and intended use, so as to
help reduce the entropy in the decision-making environment as
much as possible. 

Among many information technologies used across the three levels,
geographic information system (GIS) and related geomatics
technologies provide an invaluable means for mediating the
analysis, transformation, and flow of information from the primary
to the tertiary levels. Because AM requires working with
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information that deals with the interaction between human
systems and natural systems, the form of information that is most
amenable to capturing the complexity of this interaction in a
concise, yet comprehensive manner is fundamentally geographic.
Geographic location and scale are essential for establishing a
proper context for the analysis and presentation of information
for decision making, as well as for identifying what needs to be
learned in an iterative, AM context (Taylor 1998, Eddy 2005,
Grumbine 2007, Mitchell and Shrubsole 2007, O’Brien 2012).
There is growing evidence showing that decision support systems
that address issues related to dynamic ecological processes
operating across spatial and temporal scales are more successful
at both initially characterizing and assessing problems and at
finding solutions that are more politically and ecologically
sustainable (O’Neill 1989, Rindfuss et al. 2004, Cash et al. 2006,
Greene et al. 2010, Gunderson 2010). This is because it is only
through place-based analyses that the intersection of multiple
drivers, pressures, and responses can be adequately contextualized
(Eddy 2005, Bachtler 2010, Sadler 2010, O’Brien 2012). The use
of geomatics, GIS, and related mapping technologies is of
paramount importance in this respect and needs to be a core
technology on each level in the framework.

DISCUSSION AND FURTHER RESEARCH
The integration of science and policy in AM is a critically
important issue given that social-ecological systems are complex
and our data and knowledge of them are partial and uncertain.
Given that AM is essentially about “learning while doing,” it is
essential that policy and decision making produce the best
possible use of available scientific information while respecting
the cultural differences between how science is conducted and
how policies and decisions are made. This is an important issue
of central concern to how we approach AM, to which we have
offered one approach through the development of a reference
framework based on principles of information ecology. We
advance this approach on the rationale that “information” needs
to be a central organizing element in AM frameworks, which can
enable us to think in terms of working in “information
environments” that are tasked with contributing to broader social-
ecological adaptive processes.  

Our development of the information ecology framework involved
the integration of principles from diverse subjects that include
information theory; ecosystem dynamics and complex, adaptive
systems; holonic and holarchical theory; science–policy
integration; and AM. In drawing theoretical principles from such
diverse areas, it is important to recognize that we provide just
some of the threads that can be synthesized toward the
development of an integrated approach and advance this as a
starting point for further research, development, and application.
There are many other elements from each of these subject areas
that may be explored in greater depth than what we have covered;
however, there are a number of areas for further research that
would help advance this approach further.  

Whereas this initial synthesis draws from holonic/holarchy theory,
further development of the framework may benefit from the
incorporation of panarchy theory (Gunderson and Holling 2002).
As with the panarchy model, the concept of a “holarchy” is
different than that of a conventional “hierarchy,” and it shares
similar attributes with the panarchy model in that multiscalar and

multilevel influences occur from both bottom-up and top-down
interactions. Although Esbjörn-Hargens and Zimmerman (2009)
make some distinctions between holarchy and panarchy, an
interface between the two has yet to be fully developed. Where
the panarchy model may make an important contribution is in
helping to expand on some of the nonlinear dynamics of
information flow both within and among levels in the framework.
For example, as Holling (2004) observes, many policy issues in
AM are driven by short time frames related to fast variables,
whereas on a scientific level, there is a need to recognize the
sustaining properties of slow variables operating over longer time
frames. Because social-ecological problems need to be addressed
over time periods that are commensurate with the rate of system
change, managing the synchronicity of information flow between
science and policy is an important part of the overall process.
Although it is common to characterize policy and decision
making as fast-paced environments and scientific research as slow
paced, the reality is that the pace in either environment is
influenced more by the rate of change exhibited by the
components of the system under study, our scientific and
technological capacity for observing and monitoring change, and
our efficacy in responding to change. It is for this reason that
information flows at different rates from primary to tertiary levels
and between components within levels.  

Closely related to the issue of information flow are the dynamic
relationships among organizations whose functional roles serve
different parts of the overall framework. It would be rare to find
all levels and components fully present in one organization, and
adopting such a framework will often require integration and
collaboration among multiple organizations that can offer
different areas of expertise. Some of the most important
challenges relate to contrasting organizational capabilities and
institutional culture (Pollard et al. 2008). An application of the
panarchy model similar to that of Westley (2002) may provide
insights on how to better manage information flow and
coordination among organizations. For example, organizations
may be at a later decision-making stage for one issue covering a
particular geographic location and at an earlier decision-making
stage for a different issue at the same location, or they may be at
different stages of the process for the same issue, but for different
geographic locations. This issue is further complicated by the fact
that new scientific information will propagate from primary- to
tertiary-level environments at times that may not be synchronous
with management cycles. AM policy must therefore remain open
to modification and refinement over time as new information is
made available, and this reinforces the idea of how AM is
essentially about an iterative learning process. Following this
approach should lead to improved learning over time and enable
human systems to be more reflexive and resilient as they coevolve
with natural systems.  

It would also be helpful to explore the area of disciplinarity in
relation to organizational theory and institutional culture, which
presents challenges for both horizontal and vertical integration
within and among levels in the framework. Challenges related to
horizontal integration on the primary level pertain to
collaboration among different subcultures of scientists working
within their respective disciplines, which are particularly
discernable between the paradigms of the natural and social
sciences. Such challenges are quite different from those in tertiary-
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level environments where activities and interactions among
people have more to do with knowledge–power relations
regarding who is involved and which policy instruments are used
in relation to the scope of the system under question (Saner 2007,
Smith and Stirling 2010). Although there may be an expressed
desire to strive for common purposes and shared meaning at the
tertiary level (Roux et al. 2006), it is more often than not an
environment of “cognitive dissonance” (Bradshaw and Borchers
2000) related to competing beliefs, values, commitments, loyalties,
and interests that determines what scientific information is used
and what decisions and actions are ultimately taken (O’Brien
2012). It is reasonable to speculate that at least some of these
challenges on the primary and tertiary levels may be addressed
through secondary-level support functions, and this relates to how
interdisciplinarity might function as an interface between
multidisciplinary and transdisciplinary environments. As a
distinctive information environment conducive to science–policy
integration, one of the primary functions of the secondary level
is to facilitate interdisciplinary integration on behalf  of primary-
level researchers. Its role can also involve mediating conflicting
values in the tertiary environment by ensuring that decisions and
actions are consistent with empirical evidence, and that all values,
assumptions, and uncertainties are made explicit (Hardi and Zdan
1997).  

It is also worth considering research in the area of “critical
theory.” Diverse circumstances of societies at different times and
locations contribute to a continual flux of political dynamics
across multiple scales of human and natural systems interactions.
Because the success of an adaptation process inherently depends
on “quality” of the information used, it is also important to
account for political and other social influences on “information
integrity.” Various genres of critical theory examine the social
construction and knowledge–power influences on information
flow and integrity. These may include genres that build on the
works of Jacques Derrida and Michel Foucault, as well as the
work of Latour (1999) in the area of science studies. Further
research may also benefit from incorporating contributions from
the philosophies of science and society such as those that stem
from Peirce’s (1932, 1933, 1935, 1958) work in semiotics and
pragmatics, Popper’s (1959) ideas on scientific method, or Kuhn’s
(1962) research on scientific paradigms. 

In summary, what may be a most important contribution that this
approach provides is a general model and reference framework
for people to see more clearly how their respective roles contribute
to a bigger picture and how important the interdependencies are
for collaborating around addressing complex social-ecological
issues in AM. The general relation between science and policy is
made clear in the holonic tenet that stipulates how policy and
decision making need to “transcend and include” science; it is a
Janus-effect relationship whereby scientific information provides
a foundation for good policy and decision making, while in turn,
policy and decision making provide a practical context for the
application of scientific information. This reinforces the message
that good science is fundamental to good policy and decision
making, and conversely, that contemporary social-ecological
policy issues provide an important opportunity to mobilize and
advance scientific research. However, effective integration
between the two can only occur by giving explicit attention to the
need for an intermediate level of science–policy integration and
decision support.

Responses to this article can be read online at: 
http://www.ecologyandsociety.org/issues/responses.
php/6752
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