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APPROXIMATION OF THE HILBERT TRANSFORM
VIA USE OF SINC CONVOLUTION

�
TOSHIHIRO YAMAMOTO

�
Abstract. This paper derives a novel method of approximating the Hilbert transform by the use of sinc convo-

lution. The proposed method may be used to approximate the Hilbert transform over any subinterval � of the real
line �����	��

��
�� , which means the interval � may be a finite or semi-infinite interval, or the entire real line � .
Given a column vector � consisting of � values of a function � defined on � sinc points of � , we obtain a column
vector �
����� whose entries approximate the Hilbert transform on the same set of � sinc points. The present
paper describes an explicit method for the construction of such a matrix � .
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1. Introduction and summary. In this paper, we derive a novel collocation formula for
approximating the Hilbert transform������� �"!#�%$'&�( )*(+ ,.- �/�"01�0324!
5 076
via use of sinc convolution, which is a method of approximating convolutions [3, 8 4.6]. The
symbol &9( ):( denotes the Cauchy principal value as usual.

We restrict our examples to the case in which ; is either the real line < $=�>2@?A6B?C�
or a subinterval of < , although we can easily extend the proposed formula to more general
analytic arcs. Methods for such approximations have previously been obtained via use of a
set of basis functions derived for this purpose in [3, 8 5.2]. However, the method derived in
this paper is more accurate for the purpose of collocating the Hilbert transform.

In Section 2, which follows, we describe the sinc tools which we shall require to derive
our formula for approximating

���
on ; . In Section 3, we derive our novel formula for the

Hilbert transform, and prescribe explicit conditions under which we can expect our derived
formula to be accurate. In Section 4, we give some illustrative examples using our formula.

2. The requisite sinc tools. We review here some tools for sinc approximation which
we shall require to derive our collocation formula for approximating

���
on ; . We first intro-

duce some spaces for sinc approximation, and then describe sinc interpolation, sinc indefinite
integration and sinc convolution. The results in this section are derived in [3], and therefore
the proofs are omitted. The reader can also find a more detailed summary of sinc methods in
[2, 4].

2.1. Sinc spaces. We introduce here two important spaces of functions D9E�F G �	HI�
andJ EKF G �LHI�

.
Given a positive number 5 , let

H
be a conformal map of a domain MONAP onto the strip

region MQG which is defined by MQG $SRUTWV PYX#Z [ T Z]\ 5K^
( P denotes the complex plane). Now, ; is a general analytic arc which is defined by; $WR`_aV PYX _QbcH%d/ef�	T@�76gThV < ^ (i

Received May 11, 2006. Accepted for publication May 17, 2006. Recommended by F. Stenger.�
Graduate Department of Computer Systems, The University of Aizu, Aizuwakamatsu, Fukushima 965-8580,

Japan (d8031204@u-aizu.ac.jp).

320



ETNA
Kent State University 
etna@mcs.kent.edu

APPROXIMATION OF THE HILBERT TRANSFORM 321

Let ; have end points j $hH dke �>2@?C�
and l $mH d/e �n?��

, and define o by o �	_]�pbhqsrKtvuxw
. We

then let the class D E�F G �LHy� denote the family of all functions z that are analytic and uniformly
bounded in M with z �L_.�Ib'{ | � o �	_]� E �}6 _Q~ j 6| � o �	_]� d E �}6�_Q~ l (
Instead of using the strip region M:G , the parameter 5 is also determined by the condition�� �L���%b | �	q�d G`� �`� �76 ��~���?�6
where

��
is the Fourier transform of z*� H dke

, i.e.,�� �L���g$ ,�� z*� H dke �	T@��q`� �B� 5 T (
The second class

J E�F G �	HI�
will denote the family of all functions

�
that are analytic and

bounded in M , and satisfy z $��Q2�����V D�EKF G �LHI�
, where�"�g��� �	_]�g$ �/� j ��� o �L_.�]�}� l �� � o �	_]� (

Note that
�"���K��� j ��b��}� j � and

�"�g��� � l ��b��/� l � because o � j ��b��
and o � l ��b'?

. Then, it
follows that z � j ��b z � l �Ibc�

.
THEOREM 2.1. Let 5.� VA�	��6 5 � . The spaces D EKF G �	HI�

and
J E�F G �	HI�

have the following
properties:

i. If z V J EKF G �	HI�
, then z � � H � V D E�F GB¡ �	HI�

;
ii. If z ��� H � V D EKF G �	HI�

, then z V J E�F G �	HI�
;

iii. If z V D E�F G �	HI�
, then

, - Z H � �"!}� z �"!}� Z`Z 5 ! Z�\ ?
;

iv. If z V D E�F G �	HI�
, then

� z V J E�F G ¡ �LHy� .
2.2. Sinc interpolation on ; . The sinc function ¢1£v¤�¥ �	!#� and the sinc function ¦ �¨§}6x©#���	!#�

are defined by ¢ª£«¤�¥ �"!}�g$ ¢ª£«¤ � + !#�+ ! 6
¦ �L§}6B©¬� �"!}�g$ ¢ª£«¤¬¥@­ !© 2®§�¯Q6

where
©c°��

and
§�Vc±

(
±

denotes the set of all integers). We then define the sinc basisR ²�³ ^`´³ªµ d ´ including its end bases and an error term ¶ ´ as follows:©·$¹¸ + 5º3»�¼ eª½x¾ 6¿ ³@$ ¦ �vÀ�6x©#� � H%6 �«À*bh2 » 6 2 » � � 6 (Á( ( 6 » �76²k³@$ ¿ ³�6 �vÀ:bm2 » � � 6Á2 » �ÃÂK6 (Á( ( 6 » 2 � �76² d ´ $ �� � o 2 ´Ä³ªµ d ´�Å e �� �Ãq ³xÆ ¿ ³�6
² ´ $ o� � o 2 ´ dkeÄ³ªµ d ´ q ³xÆ� �Ãq ³xÆ ¿ ³ 6
¶ ´ $ » eª½x¾ q d tvÇ E�G ´ wLÈ¨ÉnÊ 6
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where º and 5 are positive numbers used in Section 2.1.
We let Ë denote the row vector of basis functionsË �L_.�g$m�"² d ´ �	_]�76>² d ´�Å e �	_]�76 (Á( ( 61² ´ �	_]�1� (

We then also define the sinc points on ; by
_ ³ $ÌH d/e �«À]©#�Í�«À�b�2 » 6 2 » � � 6 (Á( ( 6 » �76

where
©

is as above. Given a function Î defined on ; , we define a diagonal matrix Ï and an
operator ) by Ï � Î ��$cÐ £vÑ�Ò¬Ó Î �L_ d ´ ��6 Î �	_ d ´�Å e �76 ( ( ( 6 Î �	_ ´ ��Ô¨6) Î $Õ� Î �	_ d ´ �76 Î �	_ d ´ÖÅ e �76 ( (Á( 6 Î �	_ ´ �1�>× (
We also define a norm by Ø z Ø $ ¢ªÙKÚuÁÛ - Z z �	_]� Z (

For sinc interpolation, we have the following theorem.
THEOREM 2.2. If z V J EKF G �LHy� , then there exists a constant Ü , independent of » , such

that Ø z 2 Ë ) z Ø \�ÜÝ¶ ´ (
2.3. Sinc collocation on ; . While sinc interpolation, as implied above, requires the

exact values of the interpolated function at the sinc points, sinc methods also have methods
of approximating calculus operations on a function, which yield the results by approximate
values at the sinc points. We then consider here the interpolation for the case in which the
given values are approximate ones.

THEOREM 2.3. If z V J EKF G �LHy� , and Þ $ß�	à d ´ 6ªà d ´�Å e 6 ( ( ( 6ªà ´ � ×
is a complex vector

of order á $YÂ » � �
such thatâã ´Ä³ªµ d ´ Z z �L_ ³ �I2�à ³ Z ¾�äå eª½ª¾ \�æ 6 for æ °���6

then Ø z 2 ËAÞ Ø \�Ü@¶ ´ � æ (
When we compute an approximation Þ to ) z via sinc methods, then the error of this

approximation is at most »Íç ¶ ´ with è a small positive number. The above error bound onz 2 ËAÞ thus shows that the uniform error on ; in our approximation of z by ËAÞ is at most
twice as large as the error of approximation at the sinc points, i.e., of ) z by Þ .

2.4. Sinc indefinite integration on ; . Let numbers é}ê and
q ê be defined by

é ê b , êë ¢ª£v¤�¥ �	!#� 5 !�6 §·V
±Q6q ê b � � Â�� é¬ê 6
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and then define a Toeplitz matrix ì t d/e wQb Ó q � d ³ Ô with
q � d ³ denoting the

�"íB6¨À]� th element ofì t d/e w . We furthermore define operators î Å , î d
, î Åï and î dï , and matrices ð Å and ð d

as
follows: � î Å z ���	!#�g$ ,Ãñò z �	01� 5 076� î d z � �"!}�g$ ,Cóñ z �	01� 5 076� î Åï z � �"!#��$ Ë �	!#� ð Å ) z 6 ð Å $c© ì t d/e w Ï � � � H � ��6� î dï z ���	!#�g$ Ë �"!}� ð d ) z 6 ð d $c©Q� ì t d/e w � × Ï � � � H � �76
where the dependence of î·ôï on á is through the dependence of ð
ô , ) and Ë on á $Â » � �

. We then have the following theorem.
THEOREM 2.4. If z � H � V D%EKF G �LHI�

, then, for all » ° �
,Ø î Å z 2 î Åï z Ø b | � ¶ ´ �}6Ø î d z 2 î dï z Ø b | � ¶ ´ � (

2.5. Sinc convolution on
� j 6 l ��õ < . The methods of this section are derived in [3,8 4.6]. They enable us to approximate two model integrals which are given byö �"!}�gb , ñò z �	!�2401�]�}�	01� 5 076÷ �"!}�%b ,Cóñ z �	0y24!}�.�}�	01� 5 076

where
!ÍVø� j 6 l � . The sum of these two integrals constructs the definite convolutionö �"!}��� ÷ �	!#�Öb , óò z � Z !�2�0 Z �]�}�	01� 5 0 (

Also, if z is odd, the difference of these two integrals constructs another definite convolution÷ �"!}�I2 ö �	!#�gb , óò z �"0y24!}�.�/�"01� 5 0 (
We first define the “variant” Laplace transform of z byù �Lú`��b ,]û z �"01��q d#ü	½xý 5 076

where þ is any subset of < such that þßÿ �L�K6 l 2 j � and � ú�°��
. It may then be shown thatö b ù � î Å �n�}6

and also ÷ b ù � î d �n� (
THEOREM 2.5. Under suitable conditions, e.g., that the integrals ö and ÷ should belong

to
J EKF G �LHy� , we have Ø ö 2 ù � î Åï ��� Ø b | � ¶ ´ �}6Ø ÷ 2 ù � î dï ��� Ø b | � ¶ ´ � (
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We may note here that these approximations can now be evaluated as follows. If ð Å b����� dke
, where

�
is a diagonal matrix of the eigenvalues of ð Å and

�
is the corresponding

matrix of eigenvectors, thenö�� ù � î Åï ���ab Ë ù � ð Å � ) �ab Ë � ù � � � � dke ) �}6
and similarly for ÷ . The matrix

ù � � �
is a diagonal matrix whose diagonal components are

the eigenvalues corresponding to
�

.

3. The Hilbert transform via sinc convolution. In this section, we shall derive our
novel collocation formula for approximating the Hilbert transform.

THEOREM 3.1. If
���·V J EKF G , then

(3.1)
���� ���Q2 �+ �	��
 Ò � î dï �I2���
 Ò � î Åï �ª�n� ���� b | � ¶ ´ � (

Proof. Let ; bÕ� j 6 l �Öõ < . Consider the approximation of the integral


�� �"!#�%b ,Cóò z � �	0y24!}�.�}�	01� 5 076
where ¶ °��

, and z � is defined byz � �	01��b�� �K6 0%Vø�>2 ¶ 6 ¶ ��6� � 076 0%Vø� j 6 l ���K�>2 ¶ 6 ¶ � (
In this case, we obtain the “variant” Laplace transform of z � byù � �Lú`�g$ ,��ë z � �	01��q d¬ü	½Bý 5 0�b ,��� q d¬ü	½Bý0 5 0�b þ e � ¶ � úU��6
where þ e �L_.��bh2 ¿ 2���
 Ò �	_]�y2�� �	_]�76

� �L_.��b �Ä� µ e �12 � � � _ �������� (
The last equality above follows from the equations (5.1.1) and (5.1.11) in [1], and ¿ denotes
Euler’s constant.

By proceeding as outlined in Section 2.5, we get
 � �"!#�%bSR]� ù � � î d �32 ù � � î Å �1�n� ^ �	!#��6
which is approximated by
�� �"!}� � Ë �"!}�#R ù�� � ð d �I2 ù�� � ð Å � ^ V

�b Ë �"!}�#R�2 ��
 Ò � ¶ � ð d � dke ���!�"
 Ò � ¶ � ð Å � d/e �y2#� � ¶ � ð d � dke ���$� � ¶ � ð Å � dke � ^ V
� (

By assumption, all eigenvalues of ð
ô lie in the open right half plane of the complex
plain1, and therefore it follows that� £�%��& ë Å R�2 �"
 Ò � ¶ � ð d � d/e ���'��
 Ò � ¶ � ð Å � dke � ^ b(��
 Ò � ð d �y2���
 Ò � ð Å �76

1A conjecture of F. Stenger. To date, it has been shown true up to order ���*),+.-0/ by direct computation.



ETNA
Kent State University 
etna@mcs.kent.edu

APPROXIMATION OF THE HILBERT TRANSFORM 325

and also � £�%��& ë Å R�21� � ¶ � ð d � d/e ���$� � ¶ � ð Å � dke � ^ bc� (
We thus get our approximation of the Hilbert transform������� �"!#�%b �+ � £�%��& ë Å 
�� �"!}� � �+ R.�	��
 Ò � î dï �y2#�"
 Ò � î Åï �1��� ^ �"!#� (
From Theorem 2.5, we obtain (3.1).

4. Some examples. In this section, we show some illustrative examples of approxima-
tion of the Hilbert transform by the use of our novel formula (3.1) which are implemented in
MATLAB version 7.0.

Fig. 4.1–4.8 show the shapes of the results of the following examples. We set » bÂs�
, and calculated the approximate values on the set of points that uniformly divides the

interval of each figure into
Â » � �

. The interval ; was set to be
�L�K6 � �

,
�>2 � 6 � �

,
�	��6B?C�

, or�>2@?A6B?C�
. For

�	��6B?C�
and

�>2@?A6B?C�
, we chose

�L�K6 + � and
�>2 + 6 + � for the interval of figures,

respectively.
EXAMPLE 4.1. ; bÕ�	��6 � �

,
©�b32 �54 » ,

H��"!}�gb3�"
 Ò �"! � � � 24!}�1�
,�}�	01��b � 6

and
�����K���	!#�gb �+ �"
 Ò ¸ � 2�!! ¼ (

EXAMPLE 4.2. ; bÕ�	��6 � �
,
©�b32 �54 » ,

H��"!}�gb3�"
 Ò �"! � � � 24!}�1�
,�}�	01��b�0�� � 2401��6

and
�����K���	!#�gb !�2�! ¾+ �"
 Ò ¸ � 2�!! ¼ 2 !+ � �Â + (

EXAMPLE 4.3. ; bÕ�>2 � 6 � �
,
©�b32 �54 » ,

H��"!}�%b(��
 Ò �1�	!a� � � � � � 2ø!#�ª�
,�/�"01��b76 � 240 ¾ 6

and
�����K���	!#�gbh2p! (

EXAMPLE 4.4. ; bÕ�	��6B?C�
,
©�b32 � 4 » ,

H��	!#�%b��"
 Ò �	!#� ,�/�"01��b �� �Ã0 6 and
�"����� �"!}�gb �+ � � �Ã!#� ��
 Ò �! (

EXAMPLE 4.5. ; bÕ�>2@?A6B?C�
,
©·b38 � 4 » ,

HÖ�	!#�Öb�!
,�/�"01��b ¥ 
 ¢ 076 and

������� �"!#�%bh2 ¢ª£«¤ ! (
EXAMPLE 4.6. ; bÕ�>2@?A6B?C�

,
©·bcÂ �54 » ,

HÖ�	!#�Öb�!
,�/�"01��b �� �®0 ¾ 6 and

�����K���	!#�gb 2p!� �Ã! ¾ (
EXAMPLE 4.7. ; bÕ�>2@?A6B?C�

,�/�"01��b � 2�0� �®0 ¾ 6 and
�����K���	!#�gb � 2�!� �Ã! ¾ (

In the last example,
�/�"01�

and
�"���K���"!}�

slowly converge to zero at
0�b ��?

and
!Cb ��?

,
respectively. Hence, as seen in Fig. 4.7, in which

©øb72 �54 » and
H��	!#��b�!

, we could not
obtain an accurate approximation with the identity map. In Fig. 4.8, in which

©Cb Â � 4 »
and

H��	!#�%b��"
 Ò �	!�� 4 � �Ã! ¾ �
, instead of the identity map, we adopted a double exponential

transformation, and then obtained a good result.
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FIG. 4.1. Example 4.1.

0 0.2 0.4 0.6 0.8 1
-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2
approximate
analytic

PSfrag replacements !
9 : ;=
9 >=

FIG. 4.2. Example 4.2.

5. Conclusion. In this paper, we proposed a novel method of approximating the Hilbert
transform. This method is applicable to the Hilbert transform over any subinterval of < . In
this method, the Hilbert transform is evaluated at the discrete points that other sinc numerical
methods exploit, without dividing the interval by a singular point. Therefore, this approxi-
mation of the Hilbert transform is easily combined with other sinc numerical methods. Also,
using double exponential transformations, we can obtain an accurate approximation even if
the Hilbert transform has an algebraic convergence rate at end points.
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