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Abstract
In this paper, some new upper bounds on the spectral radius of the Hadamard
product of two nonnegative matrices and some upper and lower bounds on the
spectral radius of the iterative matrix of a nonsingularM-matrix are given. These
bounds improved the corresponding results of Cheng et al. (Appl. Math. E-Notes
5:202-209, 2005), Guo et al. (J. Inequal. Appl. 2013:433, 2013), Huang (Linear Algebra
Appl. 428:1551-1559, 2008) and Liu et al. (Linear Algebra Appl. 432:936-948, 2010) and
are sharper than the related results of Fang (Linear Algebra Appl. 425:7-15, 2007) and
Liu and Chen (Linear Algebra Appl. 431:974-984, 2009) in some cases. Some
numerical examples are used to show the advantages of the results in this paper.
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1 Introduction
For a positive integer n, N denotes the set {, , . . . , n}. The set of all n×n complex matrices
is denoted by C

n×n and R
n×n denotes the set of all n × n real matrices throughout.

Let A = (aij) and B = (bij) be two real n×n matrices. Then A ≥ B (> B) if aij ≥ bij (> bij) for
all  ≤ i ≤ n,  ≤ j ≤ n. If O is the null matrix and A ≥ O (> O), we say that A is a nonnegative
(positive) matrix. The spectral radius of A is denoted by ρ(A). If A is a nonnegative matrix,
the Perron-Frobenius theorem (see []) guarantees that ρ(A) ∈ σ (A), where σ (A) is the set
of all eigenvalues of A.

For n ≥ , an n × n matrix A ∈ C is reducible if there exists an n × n permutation matrix
P such that

PT AP =

(
B C
 D

)
,

where B and D are square matrices of order at least one. If no such permutation matrix
exists, then A is irreducible. If A is a ×  complex matrix, then A is irreducible if its single
entry is nonzero and reducible otherwise.

Let A be an irreducible nonnegative matrix. It is well known that there exists a positive
vector u such that Au = ρ(A)u, u being called the right Perron eigenvector of A.
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Denote by Zn the set of n × n real matrices all of whose off-diagonal entries are nonpos-
itive. A matrix A is called a nonsingular M-matrix (see []) if A ∈ Zn and the inverse of A,
denoted by A–, is nonnegative. A is called an inverse M-matrix (see []) if A is nonsingu-
lar and A– is a nonsingular M-matrix. If A is a nonsingular M-matrix, then there exists a
positive eigenvalue of A equal to τ (A) = [ρ(A–)]–, where ρ(A–) is the spectral radius of
the nonnegative matrix A–. τ (A) = min{|λ| : λ ∈ σ (A)} is called the minimum eigenvalue
of A (see []). The Perron-Frobenius theorem tells us that τ (A) is an eigenvalue of A corre-
sponding to a nonnegative eigenvector x = (x, x, . . . , xn)T . If, in addition, A is irreducible,
then τ (A) is simple and x > . If D is the diagonal matrix of A and C = D – A, then the
spectral radius of the Jacobi iterative matrix JA = D–C of A is denoted by ρ(JA) (see []).

For two matrices A = (aij) and B = (bij) ∈C
m×n, the Hadamard product of A and B is the

matrices A ◦ B = (aijbij) ∈C
m×n. If A ≥ O and B is a nonsingular M-matrix, then it is clear

that A ◦ B– ≥ O (see []).
Let ζ (A) represent the set of all simple circuits in the digraph �(A) of A. Recall that a

circuit of length k in �(A) is an ordered sequence γ = (i, i, . . . , ik+), where i, i, . . . , ik ∈ N
are all distinct, i = ik+. The set {i, i, . . . , ik} is called the support of γ and is denoted by γ̄ .
The length of the circuit is denoted by |γ | (see []).

For convenience, we employ the following notations throughout. Let A = (aij) ∈ C
n×n,

we denote, for any i, j ∈ N ,

Ri(A) = Ri =
n∑

j=,j �=i

|aij|, Ci(A) = Ci =
n∑

j=,j �=i

|aji|, R′
i(A) = R′

i =
n∑

j=

aij

σi(A) = σi =
Ri

|aii| , δi(A) = δi =
Ci

|aii| .

Recall that A = (aij) ∈ C
n×n is called diagonally dominant by rows (by columns) if σi ≤ 

(δi ≤ , respectively) for all i ∈ N . If σi <  (δi < ) for all i ∈ N , we say that A is a strictly
diagonally dominant by rows (by columns, respectively) (see[]).

2 Preliminaries
Lemma . [] Let A = (aij) ∈R

n×n be an inverse M-matrix, then A ≥ O.

Lemma . [] Let A = (aij) ∈C
n×n, then

(i) If A is a strictly diagonally dominant matrix by rows, then A– = (vij)n×n exists, and

|vji| ≤ σj|vii| for all i ∈ N .

(ii) If A is a strictly diagonally dominant matrix by columns, then A– = (vij)n×n exists,
and

|vij| ≤ δj|vii| for all i ∈ N .

Lemma . [] Let A = (aij) ∈ R
n×n be an inverse M-matrix, let A– = (vij)n×n, then

vii > τ
(
A–) >  for all i ∈ N .
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Lemma . [] Let A = (aij)n×n be a nonnegative matrix, then

ρ(A) ≤ 


max
i�=j

{
aii + ajj +

[
(aii + ajj) + RiRj

] 

}

.

Lemma . [] Let A = (aij)n×n be a nonnegative matrix, and let ζ (A) �= φ. Then for any
diagonal matrix D ∈ R

n×n with positive diagonal entries, we have

min
γ∈ζ (A)

[∏
i∈γ̄

R′
i
(
D–AD

)] 
|γ | ≤ ρ(A) ≤ max

γ∈ζ (A)

[∏
i∈γ̄

R′
i
(
D–AD

)] 
|γ |

.

Lemma . [] Let A ∈ Zn, A be a nonsingular M-matrix if and only if all its leading
principal minors are positive.

Lemma . [] Let A = (aij) ∈ C
n×n and x, x, . . . , xn be positive real numbers. Then all

the eigenvalues of A lie in the region

⋃
i=

{
z ∈ C : |z – aii| ≤ xi

n∑
j=,j �=i

|aji|
xj

}
.

Lemma . [] Let A = (aij) ∈ R
n×n be a nonsingular M-matrix, then  ≤ τ (A) ≤ aii for

all i ∈ N .

3 Some upper bounds for the spectral radius of the Hadamard product of
nonnegative matrices

In this section, we give some new upper bounds for ρ(A ◦ B), where A and B are nonneg-
ative matrices.

In , Cheng et al. [] obtained the following result:
Let A = (aij) ∈ R

n×n be a nonnegative matrix, and let B be an inverse M-matrix, B– =
(wij)n×n, then

() If A is nilpotent, i.e., ρ(A) = , then ρ(A ◦ B) = .
() If A is not nilpotent, then

ρ(A ◦ B) ≤ ρ(A)
ρ(B)

max
≤i≤n

[(
aii

ρ(A)
+ wiiρ(B) – 

)
bii

wii

]
≤ ρ(A) max

≤i≤n
bii. ()

Next, we present a new upper bound on ρ(A ◦ B), which improves the result in [].

Theorem . Let A = (aij) ∈ R
n×n be a nonnegative matrix, and let B be an inverse M-

matrix, B– = (wij)n×n. Then

ρ(A ◦ B) ≤ max
i�=j




{
aiibii + ajjbjj +

[
(aiibii – ajjbjj)

+ 
biibjj

wiiwjj

[
ρ(A) – aii

][
ρ(A) – ajj

][
wii –


ρ(B)

][
wjj –


ρ(B)

]] 

}

.
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Proof Case : If A ◦ B is irreducible, then A and B are irreducible, since B is an inverse
M-matrix, by Lemma . we know B ≥ O, then by the Perron-Frobenius theorem, there
exist two positive vectors u = (u, u, . . . , un)T and v = (v, v, . . . , vn)T such that

Au = ρ(A)u, BT v = ρ
(
BT)

v,

i.e.,

aii +
n∑

j=,j �=i

aijuj

ui
= ρ(A),

(
B–)T v =


ρ(((B–)T )–)

v = τ
((

B–)T)
v = τ

(
B–)v.

Since τ (B–) = [ρ(B)]– > , from the above formula we have (B–)T v is a positive vector,
then C = VB– = (wijvi) is a strictly diagonally dominant matrix by columns, where V =
diag(v, v, . . . , vn). Notice that C– = BV – = ( bij

vj
)n×n, then by Lemma .(ii), for i �= j, we

have

bij

vj
≤

∑n
k=,k �=j |wkj|vk

wjjvj

bii

vi
=

–
∑n

k=,k �=j wkjvk

wjjvj

bii

vi
=

(wjj – τ (B–))vj

wjjvj

bii

vi
.

Thus

bij ≤ (wjj – τ (B–))vjbii

wjjvi
=

bii

vi
gjuj,

where gj = (wjj–τ (B–))vj
wjjuj

. Let G = diag(g, g, . . . , gn), by Lemma . we have G is a positive
diagonal matrix and

G(A ◦ B)G– =

⎛
⎜⎜⎜⎜⎜⎝

ab
gab

g
· · · ganbn

gn
gab

g
ab · · · ganbn

gn
...

...
. . .

...
gnanbn

g
gnanbn

g
· · · annbnn

⎞
⎟⎟⎟⎟⎟⎠ .

Hence, ρ(A ◦ B) = ρ(G(A ◦ B)G–), then by Lemma . we have

ρ(A ◦ B) ≤ max
i�=j




{
aiibii + ajjbjj +

[
(aiibii – ajjbjj) + 

n∑
k=,k �=i

giaikbik

gk

n∑
k=,k �=j

gjajkbjk

gk

] 

}

and

n∑
k=,k �=i

giaikbik

gk

n∑
k=,k �=j

gjajkbjk

gk

≤
(

gi
bii

vi

n∑
k=,k �=i

aikuk

)(
gj

bjj

vj

n∑
k=,k �=j

ajkuk

)

= gi
bii

vi

(
ρ(A) – aii

)
uigj

bjj

vj

(
ρ(A) – ajj

)
uj
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=
(wii – τ (B–))vi

wiiui

bii

vi

(
ρ(A) – aii

)
ui

(wjj – τ (B–))vj

wjjuj

bjj

vj

(
ρ(A) – ajj

)
uj

=
biibjj

wiiwjj

(
ρ(A) – aii

)(
ρ(A) – ajj

)(
wii – τ

(
B–))(wjj – τ

(
B–))

=
biibjj

wiiwjj

(
ρ(A) – aii

)(
ρ(A) – ajj

)(
wii –


ρ(B)

)(
wjj –


ρ(B)

)
.

Thus, from the above two inequalities, we have

ρ(A ◦ B) ≤ max
i�=j




{
aiibii + ajjbjj +

[
(aiibii – ajjbjj)

+ 
biibjj

wiiwjj

[
ρ(A) – aii

][
ρ(A) – ajj

][
wii –


ρ(B)

][
wjj –


ρ(B)

]] 

}

.

Case : If A ◦ B is reducible, then more than one of A and B is reducible. By Lemma .
we know that all leading principal minors of B– are positive. If we denote by P = (pij) the
n × n permutation matrix with p = p = · · · = pn–,n = pn, = , the remaining pij being
zero, then, for any chosen positive real number ε, sufficiently small such that all the leading
principal minors of (B– – εP)– are positive, then A + εP and (B– – εP)– are irreducible
nonnegative matrix and irreducible inverse M-matrix, respectively. Now we substitute
A + εP and (B– – εP)– for A and B, respectively, in the previous case, and then letting
ε → , the result follows by continuity. �

Remark . The upper bound in Theorem . is an improvement on Theorem  in []. We
next give a simple comparison between the upper bound in Theorem . and the bound
derived in (). Without loss of generality, for i �= j, assume that

aiibii +
bii

wii

[
ρ(A) – aii

][
wii –


ρ(B)

]
≥ ajjbjj +

bjj

wjj

[
ρ(A) – ajj

][
wjj –


ρ(B)

]
.

Thus, we can write the above equivalently as

aiibii – ajjbjj +
bii

wii

[
ρ(A) – aii

][
wii – τ

(
B–)] ≥ bjj

wjj

[
ρ(A) – ajj

][
wjj – τ

(
B–)].

Thus, we have

(aiibii – ajjbjj) + 
biibjj

wiiwjj

[
ρ(A) – aii

][
ρ(A) – ajj

][
wii –


ρ(B)

][
wjj –


ρ(B)

]

≤ (aiibii – ajjbjj) + 
bii

wii

[
ρ(A) – aii

][
wii – τ

(
B–)](aiibii – ajjbjj)

+ 
[

bii

wii

[
ρ(A) – aii

][
wii – τ

(
B–)]]

=
(

aiibii – ajjbjj + 
bii

wii

[
ρ(A) – aii

][
wii – τ

(
B–)])

.
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Then we have

ρ(A ◦ B) ≤ max
i�=j




{
aiibii + ajjbjj +

[
(aiibii – ajjbjj)

+ 
biibjj

wiiwjj

[
ρ(A) – aii

][
ρ(A) – ajj

][
wii –


ρ(B)

][
wjj –


ρ(B)

]] 

}

≤ max
i�=j




{
aiibii + ajjbjj + aiibii – ajjbjj

+ 
bii

wii

[
ρ(A) – aii

][
wii – τ

(
B–)]}

= max
≤i≤n




{
aiibii + 

bii

wii

[
ρ(A) – aii

][
wii – τ

(
B–)]}

= max
≤i≤n

{
aiibii +

bii

wii

[
ρ(A) – aii

][
wii – τ

(
B–)]}

= ρ(A)τ
(
B–) max

≤i≤n

[(
aii

ρ(A)
+

wii

τ (B–)
– 

)
bii

wii

]

=
ρ(A)
ρ(B)

max
≤i≤n

[(
aii

ρ(A)
+ wiiρ(B) – 

)
bii

wii

]
.

This shows that Theorem . in this paper is an improvement on Theorem  in [].

Example . Let

A =

⎛
⎜⎝

  
  
  

⎞
⎟⎠ , B =

⎛
⎜⎝

. . .
. . .
. . .

⎞
⎟⎠ ,

where A is a nonnegative matrix and B is an inverse M-matrix. By Theorem  in [], we
have

ρ(A ◦ B) ≤ ..

By Theorem . in this paper, we get

ρ(A ◦ B) ≤ ..

The example shows that the bound in Theorem . is better than the existing bound in
Theorem  in []. In fact, ρ(A ◦ B) = ..

Theorem . Let A = (aij) ∈R
n×n and B = (bij) ∈R

n×n be nonnegative matrices, then

ρ(A ◦ B) ≤ max
i�=j



{

aiibii + ajjbjj +
[
(aiibii – ajjbjj)

+ 
[
αiαjβiβj

(
ρ(A) – aii

)(
ρ(A) – ajj

)(
ρ(B) – bii

)(
ρ(B) – bjj

)] 

] 


}

,

where αi = maxk �=i{|aik|}, βi = maxk �=i{|bik|} (i ∈ N ).
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Proof It is easy to see that conclusion in Theorem . holds with equality for n = . Next,
we assume that n ≥ . Two cases will be discussed in the following.

Case : If A ◦ B is irreducible, then A and B are irreducible. Since A ≥ O and B ≥ O, then
there exist two positive vectors t = (t

 , t
, . . . , t

n)T and f = (f 
 , f 

 , . . . , f 
n )T such that

At = ρ(A)t, Bf = ρ(B)f .

Hence, we have

n∑
j=,j �=i

aijt
j =

[
ρ(A) – aii

]
t
i ,

n∑
j=,j �=i

bijf 
j =

[
ρ(B) – bii

]
f 
i .

Let αi = maxk �=i{|aik|} and βi = maxk �=i{|bik|} for all i ∈ N . Define a positive diagonal matrix
W = diag(tf, tf, . . . , tnfn), then

W –(A ◦ B)W =

⎛
⎜⎜⎜⎜⎜⎝

ab
abtf

tf
· · · anbntnfn

tf
abtf

tf
ab · · · anbntnfn

tf
...

...
. . .

...
anbntf

tnfn
anbntf

tnfn · · · annbnn

⎞
⎟⎟⎟⎟⎟⎠ .

Since ρ(A ◦ B) = ρ(W –(A ◦ B)W ), let C = W –(A ◦ B)W , then C is a nonnegative matrix,
by Lemma . we have

ρ(A ◦ B) ≤ max
i�=j




{
aiibii + ajjbjj

+

[
(aiibii – ajjbjj) + 

n∑
k=,k �=i

aikbiktkfk

tifi

n∑
k=,k �=j

ajkbjktkfk

tjfj

] 

}

and

n∑
k=,k �=i

aikbiktkfk

tifi

n∑
k=,k �=j

ajkbjktkfk

tjfj

≤
( n∑

k=,k �=i

a
ikt

k
t
i

) 

( n∑

k=,k �=i

b
ikf 

k
f 
i

) 

( n∑

k=,k �=j

a
jkt

k

t
j

) 

( n∑

k=,k �=j

b
jk f 

k

f 
j

) 


≤
[

(αiαjβiβj)

( n∑
k=,k �=i

aikt
k

t
i

)( n∑
k=,k �=i

bikf 
k

f 
i

)( n∑
k=,k �=j

ajkt
k

t
j

)( n∑
k=,k �=j

bjkf 
k

f 
j

)] 


=
[
(αiαjβiβj)

(
ρ(A) – aii

)(
ρ(B) – bii

)(
ρ(A) – ajj

)(
ρ(B) – bjj

)] 
 .

Thus, from the above two inequalities, we have

ρ(A ◦ B) ≤ max
i�=j



{

aiibii + ajjbjj +
[
(aiibii – ajjbjj)

+ 
[
αiαjβiβj

(
ρ(A) – aii

)(
ρ(A) – ajj

)(
ρ(B) – bii

)(
ρ(B) – bjj

)] 

] 


}

.
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Case : If A ◦ B is reducible, then more than one of A and B is reducible. If we denote by
P = (pij) the n × n permutation matrix with p = p = · · · = pn–,n = pn, = , the remaining
pij being zero, then, for any chosen positive real number ε, sufficiently small such that
A + εP and B + εP are irreducible nonnegative matrices. Now we substitute A + εP and
B + εP for A and B, respectively, in the previous case, and then letting ε → , the result
follows by continuity. �

Example . [] Let

A =

⎛
⎜⎜⎜⎝

   
 .  
   .
 .  

⎞
⎟⎟⎟⎠ , B =

⎛
⎜⎜⎜⎝

   
   
   
   

⎞
⎟⎟⎟⎠ .

It is easy to verify that A and B are nonnegative matrices. By Theorem  in [], we have

ρ(A ◦ B) ≤ ..

By Theorem  in [], we have

ρ(A ◦ B) ≤ ..

By Theorem . in this paper, we get

ρ(A ◦ B) ≤ ..

The example shows that the bound in Theorem . is better than the existing bounds in
Theorem  in [] and Theorem  in [] in some cases. In fact, ρ(A ◦ B) = ..

In , Guo et al. [] obtained the following result:
Let A = (aij) ∈R

n×n, B = (bij) ∈R
n×n be nonnegative matrices, then

ρ(A ◦ B) ≤ max
≤i≤n

{
aiibii + si

n∑
j=,j �=i

bji

mj

}
, ()

where

rli =
|ali|

|all| –
∑n

k=,k �=l,i |alk| (l �= i), ri = max
l �=i

{rli} (i ∈ N),

sji = |aji|mj, mj =

{
rj if rj �= ,
 if rj = ,

sj = max
j �=i

{sji} (i, j ∈ N).

But the result in the above formula does not apply for all spectral radius of the Hadamard
product of nonnegative matrices. There is a counterexample as follows.
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Example . Let

A =

⎛
⎜⎝

  
  
  

⎞
⎟⎠ , B =

⎛
⎜⎝

  
  
  

⎞
⎟⎠ .

It is easy to verify that A and B are nonnegative matrices. By Theorem . in [], we have

ρ(A ◦ B) ≤ max
≤i≤n

{
aiibii + si

n∑
j=,j �=i

bji

mj

}
= .

But in fact, ρ(A ◦ B) = .. So inequality in () does not hold in this example. Thus the
upper bound in () does not apply for all spectral radius of the Hadamard product of non-
negative matrices. Since the proof in Theorem . in [], i.e., mainly applied Lemma .,
and rli <  (l �= i) when |all| –

∑n
k=,k �=l,i |alk| < , which does not confirm that conditions

x, x, . . . , xn are positive in Lemma ..

Next, we present a new upper bound on ρ(A ◦ B), which improves the result in ().

Theorem . Let A = (aij) ∈ R
n×n and B = (bij) ∈ R

n×n be nonnegative matrices, related
expressions the same as to (), if ri ≥  for all i ∈ N , then

ρ(A ◦ B) ≤ max
γ∈ζ (A◦B)

[∏
i∈γ̄

(
aiibii + si

n∑
j=,j �=i

bji

mj

)] 
|γ |

.

Proof Case : If A ◦ B is irreducible, then A and B are irreducible, since ρ(A ◦ B) = ρ((A ◦
B)T ). Let S = diag(s, s, . . . , sn), then S is a positive diagonal matrix, then

R′
i
(
S–(A ◦ B)T S

)
= aiibii + si

n∑
j=,j �=i

ajibji

sj

≤ aiibii + si

n∑
j=,j �=i

ajibji

|aji|mj

= aiibii + si

n∑
j=,j �=i

bji

mj
.

By Lemma ., we have

ρ(A ◦ B) = ρ
(
(A ◦ B)T) ≤ max

γ∈ζ (A◦B)

[∏
i∈γ̄

(
aiibii + si

n∑
j=,j �=i

bji

mj

)] 
|γ |

.

Case : If A ◦ B is reducible, then more than one of A and B is reducible. If we denote by
P = (pij) the n × n permutation matrix with p = p = · · · = pn–,n = pn, = , the remaining
pij being zero, then, for any chosen positive real number ε, sufficiently small such that
A + εP and B + εP are irreducible nonnegative matrices. Now we substitute A + εP and
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B + εP for A and B, respectively, in the previous case, and then letting ε → , the result
follows by continuity. �

Remark . The upper bound in Theorem . is an improvement on Theorem . in
[]. We next give a simple comparison between the upper bound in Theorem . and the
bound in (). In fact, it is easy to see

ρ(A ◦ B) ≤ max
γ∈ζ (A◦B)

[∏
i∈γ̄

(
aiibii + si

n∑
j=,j �=i

bji

mj

)] 
|γ |

≤ max
γ∈ζ (A◦B)

[∏
i∈γ̄

max
≤i≤n

(
aiibii + si

n∑
j=,j �=i

bji

mj

)] |γ |

= max
≤i≤n

(
aiibii + si

n∑
j=,j≤i

bji

mj

)
.

This shows that Theorem . is an improvement on Theorem . in [].

Example . [] Let

A =

⎛
⎜⎜⎜⎝

   
   
   
   

⎞
⎟⎟⎟⎠ , B =

⎛
⎜⎜⎜⎝

   
   
   
   

⎞
⎟⎟⎟⎠ .

It is easy to verify that A and B are nonnegative matrices and ri >  for all i ∈ N . By Theo-
rem  in [], we have

ρ(A ◦ B) ≤ ..

By Theorem  in [], we have

ρ(A ◦ B) ≤ ..

By Theorem . in [], we have

ρ(A ◦ B) ≤ .

By Theorem . in [], we have

ρ(A ◦ B) ≤ ..

By Theorem . in this paper, we get

ρ(A ◦ B) ≤ ..

The example shows that the bound in Theorem . is better than the existing bounds in
Theorem  in [], Theorem  in [] and Theorems ., . in []. In fact, ρ(A ◦ B) ≤
..
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4 Upper and lower bounds for the spectral radius of JA

In , Huang [] obtained the following result:
Let A = (aij) ∈R

n×n be a nonsingular M-matrix, then

min
≤i≤n

(
 –

τ (A)
aii

)
≤ ρ(JA) ≤ max

≤i≤n

(
 –

τ (A)
aii

)
. ()

In , Liu et al. [] improved the bounds in () and obtained the following result:
Let A = (aij) ∈R

n×n be an irreducible nonsingular M-matrix, then

min
i�=j

√(
 –

τ (A)
aii

)(
 –

τ (A)
ajj

)
≤ ρ(JA) ≤ max

i�=j

√(
 –

τ (A)
aii

)(
 –

τ (A)
ajj

)
. ()

Next, we present some new upper and lower bounds for ρ(JA), the bounds improved the
results in () and ().

Theorem . Let A = (aij) ∈R
n×n be a nonsingular M-matrix, then

min
γ∈ζ (JA)

[∏
i∈γ̄

(
 –

τ (A)
aii

)] 
|γ | ≤ ρ(JA) ≤ max

γ∈ζ (JA)

[∏
i∈γ̄

(
 –

τ (A)
aii

)] 
|γ |

.

Proof Case : If A is an irreducible nonsingular M-matrix, then A– > , then there exists
a positive vector u = (u, u, . . . , un)T such that Au = τ (A)u. Thus, for all i ∈ N , we have

τ (A) =
∑n

j= aijuj

ui
,

i.e.,

aii – τ (A) =
∑n

j=,j �=i |aij|uj

ui
.

Let U = diag(u, u, . . . , un), then U is a positive diagonal matrix, then

R′
i
(
U–JAU

)
=

∑n
j=,j �=i |aij|uj

aiiui
=  –

τ (A)
aii

.

By Lemma ., we have

min
γ∈ζ (JA)

[∏
i∈γ̄

(
 –

τ (A)
aii

)] |γ | ≤ ρ(JA) ≤ max
γ∈ζ (JA)

[∏
i∈γ̄

(
 –

τ (A)
aii

)] |γ |
.

Case : If A is reducible, by Lemma . we know that all leading principal minors of A
are positive. If we denote by P = (pij) the n × n permutation matrix with p = p = · · · =
pn–,n = pn, = , the remaining pij being zero, then, for any chosen positive real number ε,
sufficiently small such that all the leading principal minors of A – εP are positive, A – εP
is an irreducible nonsingular M-matrix. Now we substitute A – εP for A in the previous
case, and then letting ε → , the result follows by continuity. �
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Remark . The bounds in Theorem . are sharper than those in Theorem  in []. In
fact, by Lemma ., we have  – τ (A)

aii
≥  for all i ∈ N , then

ρ(JA) ≤ max
γ∈ζ (JA)

[∏
i∈γ̄

(
 –

τ (A)
aii

)] 
|γ |

≤ max
γ∈ζ (JA)

[∏
i∈γ̄

max
≤i≤n

(
 –

τ (A)
aii

)] |γ |
= max

≤i≤n

(
 –

τ (A)
aii

)

and

ρ(JA) ≥ min
γ∈ζ (JA)

[∏
i∈γ̄

(
 –

τ (A)
aii

)] |γ |

≥ min
γ∈ζ (JA)

[∏
i∈γ̄

min
≤i≤n

(
 –

τ (A)
aii

)] 
|γ |

= min
≤i≤n

(
 –

τ (A)
aii

)
.

This shows that Theorem . is an improvement on Theorem  in []. The bounds in
Theorem . are sharper than the bounds derived in Theorem  in []. Without loss of
generality, assume that two circuits γ ′ : h → h → ·· · → hk → h (k ≥ ) and ξ ′ : z →
z → ·· · → zt → z (t ≥ ) in JA such that

[ hk∏
i=h

(
 –

τ (A)
aii

)] 
k

= max
γ∈ζ (JA)

[∏
i∈γ̄

(
 –

τ (A)
aii

)] 
|γ |

and

[ zt∏
i=z

(
 –

τ (A)
aii

)] 
t

= min
γ∈ζ (JA)

[∏
i∈γ̄

(
 –

τ (A)
aii

)] |γ |
,

respectively. Since

[ hk∏
i=h

(
 –

τ (A)
aii

)
] 

k

=
[(

 –
τ (A)
ahh

)(
 –

τ (A)
ahh

)
· · ·

(
 –

τ (A)
ahk–hk–

)

×
(

 –
τ (A)
ahk hk

)(
 –

τ (A)
ahk hk

)(
 –

τ (A)
ahh

)] 
k

≤
{[

max
i�=j

(
 –

τ (A)
aii

)(
 –

τ (A)
ajj

)]k} 
k

= max
i�=j

(
 –

τ (A)
aii

)(
 –

τ (A)
ajj

)
,

then

max
γ∈ζ (JA)

[∏
i∈γ̄

(
 –

τ (A)
aii

)] |γ | ≤ max
i�=j

√(
 –

τ (A)
aii

)(
 –

τ (A)
ajj

)
.
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Similarly, we can prove that

min
γ∈ζ (JA)

[∏
i∈γ̄

(
 –

τ (A)
aii

)] 
|γ | ≥ min

i�=j

√(
 –

τ (A)
aii

)(
 –

τ (A)
ajj

)
.

This shows that Theorem . is an improvement on Theorem  in [].

Example . Let

A =

⎛
⎜⎝

 – –
–  
–  

⎞
⎟⎠ .

It is easy to verify that A is a nonsingular M-matrix. By Theorem  in [], we have

. ≤ ρ(JA) ≤ ..

By Theorem  in [], we have

. ≤ ρ(JA) ≤ ..

By Theorem . in this paper, we get

. ≤ ρ(JA) ≤ ..

The example shows that the bounds in Theorem . are better than the existing bounds
in Theorem  in [] and Theorem  in []. In fact, ρ(JA) = ..
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