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Abstract

Study of soil properties like field capacity (F.@nd permanent wilting point (P.W.P.) plays importteles in
study of soil moisture retention curve. Althouglesh parameters can be measured directly, theirumaent is
difficult and expensive. Pedotransfer functions EB)Iprovide an alternative by estimating soil pagtars from more
readily available soil data. In this investigatiof) soil samples were collected from different honis of 15 soil
profiles located in the Ziaran region, Qazvin prd, Iran. The data set was divided into two sgbfmt calibration
(80%) and testing (20%) of the models and theirmadity were tested by Kolmogorov-Smirnov method.ttBo
multivariate regression and artificial neural netkvOANN) techniques were employed to develop therapriate PTFs
for predicting soil parameters using easily medsdarzharacteristics of clay, silt, O.C, S.P, B.0dd@aCQ. The
performance of the multivariate regression and ANbbels was evaluated using an independent tessdatén order
to evaluate the models, root mean square error (RM8d R were used. The comparison of RMSE for two mentione
models showed that the ANN model gives better egémof F.C and P.W.P than the multivariate regrassodel.
The value of RMSE and®Rlerived by ANN model for F.C and P.W.P were (235%;7) and (2.83, 0.72), respectively.
The corresponding values for multivariate regressimdel were (4.46, 0.68) and (5.21, 0.64), re$pegt Results
showed that ANN with five neurons in hidden layeadhbetter performance in predicting soil propertiean
multivariate regression.

Keywords: Artificial neural network, Field capacity, Permanavilting point, Pedotransfer functions,
Multivariate regression

Soil water contents at field capacity and
1. Introduction wilting point are used to calculate the water depth
that should be applied by irrigation [9], and to
Field capacity is defined as the maximumdetermine water availability, which is a crucial
water content in a soil two to three days aftengei factor in assessing the suitability of a land da
wetted and free drainage is negligible. Wiltingrgoi producing a given crop [36].
is defined as the soil water content where lea¥es o The development of models simulating soll

sunflower plants wilt continuously [7]. processes has increased rapidly in recent years.
- These models have been developed to improve the
* Corresponding author. understanding of important soil processes and also
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e-mail: alikeshavarZi@ut.ac.ir to act as tools for evaluating agricultural and

environmental problems. Consequently, simulation
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models are now regularly used in research andeural connections among variables, rather than a
management [22]. F.C, P.W.P and cation exchangeibjective model, which assumes variables obeying
capacity (CEC) are among the most important sod set of predefined relations [3]. In brief, a raur
properties that are required in soil databases, [18hetwork consists of an input, a hidden, and an
and are used as inputs in soil and environmentalutput layer all containing “nodes”. The number of
models [1,15]. However, soil properties can benodes in input (e.g. soil bulk density, soil pdeic
highly variable spatially and temporally, andsize data and etc) and output (different soil
measuring them is both time consuming angbroperties) layers are usually fixed, i.e., coroegp
expensive. As a result, the most difficult andto the number of input and output variables of the
expensive step towards the process of environmentalodel [19]. A type of ANN known as multilayer
modeling is the collection of data. The termperceptron (MLP), which uses a back-propagation
pedotransfer function (PTF) was coined by Boumdraining algorithm, is usually used for generating
[5] as translating available data (those we havi®) i PTFs [1,22,23,33]. This network uses neurons
useful information (what we need). The most readilyhose output is a function of a weighted sum of the
available data come from soil survey, such as fielthputs. The major advantage of neural networks
morphology, texture, structure and pH. over the two groups of PTFs described earlieras th
Pedotransfer functions add value to this basithey do not require a-priori knowledge of the
information by translating them into estimates ofrelations between input and output data [32].
other more laborious and expensively determinetiowever, because of their greater feasibility, ANN
soil properties. These functions fill the gap beiawe models are generally expected to be superior to
the available soil data and the properties whigh aMLR models [1, 23, 31]. Many studies related to
more useful or required for a particular model omodeling various soil parameters using different
guality assessment. types of PTFs has been conducted. Schaap et al.
The two common methodology used to[33] developed some functions for estimation of the
develop PTFs are multiple-linear regression (MLRQifferent parameters of van Genuchten, van
and artificial neural network (ANN) modeling Genuchten-moalem, and Gardner equations by
techniques. MLR analysis is generally used to finadneans of ANNs. Their results showed that with
the relevant coefficients in the model equationsincreasing the number of input data, the accurdcy o
Often, however, models developed for one regiofunctions would enhance. Omid et al. [26] adapted
may not give adequate estimates for a differemMANN to model sequent depth and jump length, both
region [40]. A more advanced approach to moddamportant parameters in the design of stilling basi
PTFs is to make use of ANN technique [33]. ANNwith hydraulic jumps. 16 configurations, each with
offers a fundamentally different approach fordifferent number of hidden layers and/or neurons,
modeling soil behavior. ANN is an oversimplified were evaluated. The optimal models were capable of
simulation of the human brain and is composed gbredicting sequent depth and jump length for a wide
simple processing units referred to as neurons. It range of conditions with a mean square error (MSE)
able to learn and generalize from experimental dataf 10%. A comparative study among MFNN and
even if they are noisy, imperfect or non-linear inempirical models was also carried out. They found
nature. This ability allows this computational ANN models performed superior than regression
system to learn constitutive relationships ofmodels. Vos et al. [39] used 12 PTFs and Brazdian'
materials directly from the result of experimentsdatabase for prediction of bulk density. Their hessu
Unlike conventional models, it needs no priorshowed that the separation of subsoil data from
knowledge, or any constants and/or assumptiortepsoil data did not increase the accuracy of
about the deformation characteristics of therediction. Similarly, Heusher et al. [10] and Kaur
geomaterials. Other powerful attributes of ANNet al. [14] reported that the soil texture and aiga
models are their flexibility and adaptivity, which matter content were the main parameters for
play important roles in material modeling. When aestimating of bulk density. Najafi and Givi [24]
new set of experimental results cannot beised the ANNs and PTFs methods for prediction of
reproduced by conventional models, a newvsoil bulk density. They pointed out that the ANNs
constitutive model or a set of new constitutiveare able to predict the soil bulk density bettemth
equations needs to be developed. However, traingde PTFs. Amini et al. [1] estimated the cation
ANN models can be further trained with the newexchange capacity (CEC) in the central of Irangisin
data set to gain the required additional infornratio soil organic matter and clay content. They used the
needed to reproduce the new experimental resultBNN and five experimental models that were on the
These features ascertain the ANN model to be drmasis of regression methods for their predictions.
objective model that can truly represent naturalhey showed that a neural network PTF with eight
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hidden neurons was able to predict CEC better thamgression for estimating F.C and P.W.P using some
the regression PTFs. Also the ANN modeleasily measurable soil parameters in Ziaran region
significantly improved the accuracy of theof Qazvin province, Iran.

prediction by up to 25%. They concluded that

network models are in general more suitable foR. Material and Method

capturing the non-linearity of the relationship

between variables. Jain and Kumar [12] indicatetudy area

that the ANN technique can be successfully The land investigated in the research is
employed for the purpose of calibration oflocated in Ziaran (Qazvin province in Iran) wh_lch
infiltration equations. They had also found tha th has an area about 5121 hectares; between latitudes

ANNs are capable of performing very well in©f 35°58" and 36°4" N and longitudes of 50°24" and
situations of limited data availability. In contras 20°27 E. The average, minimum and maximum

Merdun et al. [20] pointed out that although theheights points of Ziaran district are 1204, 1136 an

differences between regression and ANN model$269 meters from the sea level, respectively. Eigur

were not statistically significant, regressiont Shows the study area in Iran. The soil moisture
predicted point and parametric variables of soipd temperature regimes of the region by means of

hydraulic parameters better than ANN. The presedéwhall software are Weak Aridic and Thermic,
study was carried out with an objective offéspectively. Based on soil taxonomy [38], this

comparing the ability of ANNs and multivaga region has soils in Entisols and Aridisols orders.

Qazvin, Iran

Figure 1. Location of the study area

Data collection and soil sample analysis Y =aX; +bX, +cX, +.... (1)
After preliminary studies of topographic maps .
(1:25000), using GPS, studying location was\l\_lhere Y (-jerlotes dependgd variablex;
appointed. 70 soil samples were collected fronhi =12--,n) is independent variable, and a, b, ...
different horizons of 15 soil profiles (Fig. 1). are unknown coefficients of the model.

Measured soil parameters included texture

(determined using Bouyoucos hydrometer methodfirtificial neural network

and Organic carbon (determined using Wa|k|ey- Neural classifiers can deal with numerous
Black method) [27]. The clod method [4] was usednultivariable nonlinear problems, for which an
to determine bulk density (B.D). The moisturedccurate analytical solution is difficult to obtain
contents at field capacity and wilting point were[30]. An artificial neural network is a highly
determined with a pressure plate apparatus at -33terconnected network of many simple processing
and -1500 kPa, respectively [6]. Water saturatiofinits called neurons, which are analogous to the
percentage (SP) and CagOcontent were biological neurons in the human brain. Neurons
determined using gravimetery and Ca|Cimetr)haVing similar characteristics in an ANN are

methods, respectively [35]. arranged in groups called layers. The neurons & on

layer are connected to those in the adjacent layers
M ethodsto fit PTFs but not to those in the same layer. The strength of
Multivariate regression connection between the two neurons in adjacent

The most common method used forlayers is represented by what is known as a

estimating PTFs is to employ multiple linear‘connection strength’ or ‘weight. An ANN
regressions. For example: normally consists of three layers, an input layer,
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hidden layer, and an output layer. In a feed fodvarwhere Z is observed value, ,4s predicted value,
network, the weighted connections feed activationand n is number of samples.
only in the forward direction from an input layer t NeuroSolutions 5.0 software was used for the
the output layer. On the other hand, in a recurremtesign and testing of ANN models. Data were
network additional weighted connections are used teubdivided into two sets: 80% for training the
feed previous activations back into the networke Thnetworks and the remaining 20% for testing
structure of a feed-forward ANN is shown in Figurepurposes. Soil parameters including clay, silt, O.C
2. This ANN is a popular neural network whichCaCQ, SP and B.D were input data for prediction
known as the back propagation algorithm introducedf the two outputs (F.C and P.W.P). In this study,
by Karaca and Ozkaya [13]. This ANN had k inputthe ANN structures were all consisted of one hidden
and one output parameters. They used this ANN fdayer, a sigmoid activation function in hidden lgye
accurate modeling of the leachate flow-rate. Thegnd a linear activation function in output layedan
also reported that the input parameters, number &M algorithm was used to train the networks due to
neurons at the hidden and output layer should befficiency, simplicity and high speed. To develop a
determined according to currently gathered datastatistically sound model, the networks were trdine
Moreover, an important step in developing an ANNhree times and the best values were recorded for
model is the training of its weight matrix. The each parameter [27]. To avoid “overfitting”, the
weights are initialized randomly between suitableMSE of the CV subset was calculated after adjusting
ranges, and then updated using certain trainingf weights and biases. The training process
mechanism [23, 28, 33]. continued until the minimum MSE of the validating
In the feed-forward networks, error sets was reached (early-stopping scheme). The
minimization can be obtained by a number oihetwork weights and biases are then adapted and
procedures including Gradient Descent (GD)employed for validation in order to determine the
Levenberg—-Marquardt (LM) and Conjugateneural network model overall performance. The
Gradient (CG). BP uses a gradient descent (GIRMSE and R of the ANN models on test sets are
technique which is very stable when a smalthen calculated and compared with multivariate
learning rate is used, but has slow convergenaegression model.
properties [27]. Several methods for speeding up BP
have been used including adding a momentum terB Results and Discussions
or using a variable learning rate. In this study] L Data summary statistics
algorithm in the sense that a momentum term is Data summary of training and testing sets are
used to speeding up learning and stabilizingresented in tables 1 and 2, respectively. Simple
convergence is used. linear correlation coefficients (r) among F.C.,
P.W.P. and independent variables were also
Input Layer Hidden Layer Output Layer Calculated (table 3)
As Table 3 illustrates correlations among SP,

X1

clay and F.C. and also, among SP, clay and P.W.P
, were positive and highly significant. For example
X‘A.O > > > the correlation coefficients between F.C and clay

content (r = 0.75) is rather similar to the between
P.W.P and clay content (r = 0.71).
A3 : Wy Also, the correlation coefficient between B.D
Yi and O.C content (r = -0.58) is rather more than
between B.D and S.P (r = -0.27). However with

Figure 2. Structure of feed-forward ANN regarding to these correlation coefficients, both o
o them are suitable for developing PTFs for predictio
Performance criteria of F.C and P.W.P in soils of Ziaran region.

The performance of the models was evaluated by Gmjjarly these correlations between F.C and SP (r

set of test data using the root mean square eI"895) and also, between P.W.P and SP (r = 0.90)
(RMSE) and the coefficient of determination®(R were positive ahd significant.

between predicted and measured values. The RMSE  '1ha correlation between Ccag@nd clay

is a measure of accuracy and reliability for.ontent (r = 0.59) and between CaG®d SP (r =
calibration and test data sets [41] and is defased 0.49) were relatively high. In addition with

R 2 regarding to this table it is clear that B.D is
RMSE = ﬁkz(zo_zp) (2) negatively correlated with F.C (r = -0.29) and FRPW.
=1
(r=-0.23).
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Table 1. Statistics of training data sets for F.@ BAWV.P

Table 2. Statistics of testing data sets for F.€ R/W.P

palf;:rl']leter Min Max Mean Std pa?aorllieter Min Max Mean Std
. Clay(%) 4.40 55.60 22.30 11.83 - Clay (%) 17.20 54.80 29.99 10.49
® sSit(w) 2.80 62.80 30.10 12.86 ] Silt (%) 6.00 40.80 2244 1158
2 o0C(%) 004 110 035 0.23 2 0.C (%) 019 066 038 0.3
I% CaCQ(%) 2.86 254 10.63 5.92 @ CaCQ (%) 11.00 30.20 17.32 5.01
=  SP(%) 21.18 65.67 34.76 9.26 - SP (%) 28.62 59.51 39.07 9.61
B.D(gcm® 1.20 171 150 0.11 B.D (g.cm®) 126 170 1.46 0.13
F.C(%) 10.80 32.50 17.38 4.65 F.C (%) 14.40 29.62 19.61 4.81
PWP (%) 572 1640 902 2.36 P.W.P (%) 6.81 1520 9.96 263

Hence with respecting to table 3, multivariate

We selected only regression model that had a

regression equations were developed for studiesbefficient of determination @R greater than 0.5
parameters using SPSS 15 software.

[1, 17]. These equations were expressed as:

2
F.C. = 3484~ 000lay + 00275It - 130.C - 00050aCO, + 048SP - 2158.D , R = 068 3)
2
PW.P. = 2779+ 000€lay+ 001@It - 1360.C ~ 003€aCQ + 024sP - 138D , R = 064 (@)
Table 3. Simple linear correlation coefficientsgmong F.C, P.W.P and independent variables
Clay  Silt 0.C CaCQ SP B.D F.C P.W.P
(%) (%) (%) (%) (%) (g.cn®) (%) (%)
Clay (%) 1
Silt (%) 0.19 1
0.C (%) 0.0 0.28 1
CaCQ (%) 059 -0.01 -0.14 1
SP (%) 0.76 0.26 0.18 0.49 1
B.D (g.cn) -0.22 0.05 -058 -0.03 -0.27 1
F.C (%) 0.75 0.28 0.16 052  0.95 -0.29 1
P.W.P (%) 071 0.31 0.13 045  0.90° -0.23 0.88"

* significant at the 0.05 level; ** significant &te 0.01 level

After determining of Egs.(3) and (4), ANN input layer was consisted of six data in this
performance of multivariate regression wasnodel were consisted of exploratory variables,
developed for test data set Coefficient ofamely, clay, silt, O.C, CaGOSP and B.D After
determination (B and RMSE for F.C. and P.W.P. randomizing and splitting of data set into training
have been obtained 0.68, 4.46 and 0.64, 5.24nd testing data, various ANN structures of the
respectively. Sarmadian et al. [31] also observetbpology 6-k-2, i.e., networks having six neurons i
similar correlation coefficient in their results®.C  the input layer, one hidden layer with different
(r=0.75) and P.W.P (r = 0.66). number or neuron (k =1, 2, ...,10), and two neurons

(F.C and P.W.P) as the output layer were designed.
Developing PTFsusing artificial neural network The optimum structures of network were decided by

For predicting the soil F.C and P.W.P bymeans of Rand RMSE criteria. The RMSE values
means of ANNSs, the input feature vector was similafor various k (numbers of neurons in the hidden
to those used for multivariate linear regression. Ilayer) related to studied soil parameters are
the present study for predicting soil properties w@resented in the figures 3 and 4. As shown in this
did not increase the input data for constructindigures, the minimum level of RMSE for F.C and
ANN, because according to findings of Lake et alP.W.P is related to the network having five neurons
[17] and Amini et al. [1] increasing the number ofin the hidden layer. Also, with regarding to this
inputs will decrease the accuracy of the estimationfigures can be realize that with increasing the
For example for predicting a soil characteristics inumber of neurons, the overall efficiency of models
just one types of the input data have low corretati will decrease and hence, the best performance is
coefficients with output data, the accuracy of theelated to the networks having optimum numbers of
model will automatically decrease. Therefore theneurons, i.e. the 6-5-2-MLP. The levels of RMSE
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and R for F.C and P.W.P were 2.35, 0.77 and 2.83jiven in Figures 5 and 6 for the ANN model which

0.72 respectively. we identified as being the best model for predgctin
In addition, the levels of R(and RMSE) soil parameters.
derived by ANN for studied soil parameters had So that according to these diagrams, the best

higher (and lower) values than those derived bfitted line has the angle of near to 45° that shthves
multivariate linear regression (Table 4) whichns i high accuracy of estimation by the ANN model.
line with the work done by Sarmadian et al. [31],
Amini et al. [1], Tamari et al. [37], Minasny and
McBratney [22] and Schaap et al. [33]. Table 4. Calculated statistical parameters instxie for
different methods based on pedotransfer functions
Multivariate Multivariate Artificial Artificial

s Statistical linear linear neural neural

64 parameters regression regression network network

56 (F.C) (P.W.P) (F.C) (P.W.P)
w RMSE 4.46 5.21 235  2.83
Z 32 R? 0.68 0.64 0.77 0.72

24
16
0.8

Number of neurons

Figure 3. RMSE values for 1-10 neurons in hiddeerda R2=0.77
23 |
(F.C)
< 20 -
e
\ Qa7
7.2 3
8 14
6.4 _g
s s
B 4
Z 32 8 ‘ ‘ ‘ ‘ ; ; ; ‘
i-g 8 11 14 17 20 23 26 29 32
0:8 Measured F.C (%)
0
t o2 8 4 5 6 7 8 95 10 Figure 5. The scatter plot of the measured versus
Number of nerons predicted F.C
Figure 4. RMSE values for 1-10 neurons in hiddegeila
(P.W.P)

Schaap et al. [33] confirmed applicability of
ANNs and concluded that accuracy of these model
depend on the number of inputs. Amini et al. [1] 19 | R =072
found that the neural network-based models
provided more reliable predictions than the
regression-based PTFs. Koekkoek and Booltink [16
found that ANN performed slightly better, but the
differences were not significant. The network
models for F.C and P.W.P were more suitable foi
capturing the non-linearity of the relationship
between variables. 4 ‘ ‘ ‘ ‘ ‘

One of the advantages of neural networks 4 7 10 13 16 19
compared to traditional regression PTFs is that the Measured P.W P (%)
do not require a priori regression model, which
relates input and output data and in general is Figure 6. The scatter plot of the measured versus
difficult to guess because these models are not predicted P.W.P
known [32, 33].

The scatter plot of the measured against  The reason of this superior efficiency of
predicted F.C and P.W.P for the test data set af¥\Ns models compared with the basic regression

16 -

13

10 -

Predicted P.W.P (%)
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equations are probably because; the PTFs that ha#eConclusions

been derived from various areas have different

efficiencies. On the other hand, according to the In this study, multivariate linear regression
hypothesis of Schaap et al. [33], for designing@of and neural network model (feed-forward back-
neural network we do not need a special equatiopropagation network) were employed to develop a
However, they believe that with creation of apedotransfer function for predicting soil F.C and
suitable equation between input and output data weW.P by using available soil properties. For
are able to achieve to the best results. Also,tdue predicting the soil property by means of PTFs, the
the inherent nonlinearity between the exploratorynput data were consisted of clay, silt, O.C, CgCO
variables and predicting variables, the neuraBP and B.D for F.C and P.W.P The performance of
networks have the better efficiency compared witthe multivariate linear regression and neural
the basic regression equations. Pachepsky et8l. [hetwork model was evaluated using a test data set.
investigated the accuracy of ANN and analyzed thResults showed that ANN with five neurons in
regression method using correlation coefficient antdidden layer had better performance in predicting
the RMSE. soil F.C and P.W.P than multivariate regression.

They reported that the neural network is abl&’he network model for these parameters was more
to predict the easily measurable soil parameteifs wisuitable for capturing the non-linearity of the
more accuracy and less error. Similar results havelationship between variables. ANN can model
been reported by the Tamari et al. [37] as weleyTh non-linear functions and have been shown to
found that using ANN leads to less RMSE valueperform better than linear regression.
than the multivariable linear regression. They also Regarding to the evaluation criteria, the
reported that the neural network has not betteesults of this study revealed that ANNs had
efficiency than linear regression models in ocaasiosuperiority to the basic regression equations for
of high stability of data. However, the high acayra prediction of mentioned soil parameters. This is a
of data leads to more efficiency of neural networlcrucial result, since ANN-PTFs formed from local
and also, shows the proper selection of testing arthta produce more accurate predictions than those
training data. Analysis of the ANN parametersbuilt from data spread from a wider area, the
suggested that more input variables were necessaigncept of data conservation becomes a critical
to improve the prediction of soil parameters [2],37 factor in ANN-PTF construction [2]. However, due
As figures 5 and 6 showed ANN predicted soilto difficulties of direct measurement of soil
properties with relatively high accuracy’ R 0.77 parameters, we recommend using of neuro-fuzzy
and 0.72). In practice, it is extremely difficulb t models such as ANFIS in the future studies for
saturate a soil with water because of air trappingbtaining the logical equations of other soil
[11, 21]. Tamari et al. [37] predicted poorly K parameters, especially soil hydraulic properti@s, i
values at matric potentials of -10 and -25 kPa witkkach area. ANFIS is more tolerant to noisy or
both methods of ANN and regression, and theynissing data, and has a good generalization
suggested that soil samples should be classifiethpability. ANN posses a number of properties for
based on their texture as coarse, medium and finemodeling PTFs: universal function approximation
Therefore, difficulty in measuring soil hydraulic capability, learning from experimental data,
properties in heterogeneous soils might cause thislerance to noisy or missing data, and good
relatively poor prediction. Analysis of the ANN generalization capability. When function
parameters suggested that more input variables wempproximation is the goal, the ANN model will
necessary to improve the prediction of unsaturateoften deliver close to the best fit. The presentkwo
hydraulic conductivity [21, 37]. was motivated in this direction.

The differences between the field and Apart from  model accuracy and
laboratory determination of water retention datageneralization capability, other important issues
might be associated to the insufficient represemtat such as computational time, credibility, tactical
of large pores in the laboratory, sample disturbandssues and replicating the results have to be
and spatial variation, hysteresis, and scale effectonsidered when comparing multivariate linear
related to the sample size [8, 21, 34]. Pachepsty aregression vs. ANN to predict soil F.C and P.W.P
Rawls [29] found significant differences betweenAlthough outperforming the empirical modeling
the field and laboratory volumetric water contentdechniques, ANN has one big offset - it is hard to
for coarse-, intermediate-, and fine-textured soilraw any physical information out of it, i.e. no

horizons. information from the neurons' weights and biases
Therefore, measurement errors might causean be drawn about the weights of each predictor in
poor prediction of the parameters. the final score [27]. Nevertheless, because ofr thei
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better results, ANNs are commonly used during th
past 10 years to solve non-linear problems of hig
complexity.
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