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1Abstract—Low-level communication protocols and their 

timing behavior are essential to developing wireless sensor 
networks (WSNs) able to provide the support and operating 
guarantees required by many current real-time applications. 
Nevertheless, this aspect still remains an issue in the state-of-
the-art. In this paper we provide a detailed analysis of a 
recently proposed MAC-level communication timing model 
and demonstrate its usability in designing real-time protocols. 
The results of a large set of measurements are also presented 
and discussed here, in direct relation to the main time 
parameters of the analyzed model. 

 
Index Terms—Wireless sensor networks (WSNs), Real-time 

systems, Wireless communication, Access protocol, Time 
measurement 

I. INTRODUCTION 

Some of the most studied domains during the last decade 
are wireless sensor networks and real-time systems. 
Furthermore, consistent research has been made in a field 
where wireless sensor networks and real-time systems are 
combined together in order to solve problems in critical, 
time bounded situations.  

Generally speaking, a real-time application proves its 
usefulness when it is generating a correct result or action in 
a specified amount of time. In such a system, the same 
importance is given to the amount of time a result is 
generated as well as the result itself [1, 2].  

The same idea is applied when using a wireless sensor 
network in a real-time environment. Achieving real-time 
constraints in a WSN depends on the fact that not only each 
node of the network must meet its time requirements but 
also the whole network has to function in a real-time 
manner. On the node side this can be achieved by using 
embedded real-time operating systems with the necessary 
adaptations and improvements to meet the specifications [3-
5]. On the other hand, if the whole wireless sensor network 
has to function in a real-time manner, the communication 
delays have to be predicted and controlled. This implies that 
the time of the arrival of a frame from its transmitter to its 
intended destination is of key importance for the 
communications in WSNs [6]. 

Many of today's applications have been implemented 
using WSNs, thus proving their usefulness [7] in fields like 

monitoring and controlling the environment [
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8, 9], security 
systems, robotic environments [10], industrial process 
control [11, 12], fire detection systems [13, 14] and military 
systems with hard real-time demands [15].  

II. RELATED WORK 

In order for a wireless sensor network to function as a 
real-time system, the communication protocols have to meet 
specific time constrains in order to deliver time bounded 
messages. Higher level protocols such as the ones that 
represent the application layer and the network layer have 
been intensely studied and important advances have been 
made in routing protocols [16, 17].  

A very important aspect regarding the communication 
protocols for WSNs used in applications described above is 
that they also have to take energy efficiency into 
consideration [18], but without degrading the real-time 
support [19]. In many situations, energy efficient protocols 
were developed without taking into consideration the real-
time aspects, even if some of them actually offer a very 
weak support for real-time [18, 20]. 

On the other hand, lower level protocols are not so 
evolved regarding their real-time behavior and issues still 
remain to be studied. In many situations the lower level 
protocols are either considered to operate in a real-time 
manner thus meeting all their deadlines or they are totally 
ignored. Assumptions are also often made that lower level 
protocols do not introduce any delay or unpredictability to 
the system [21].  

Many studies on WSN communications rely on a vastly 
used MAC level protocol, defined by the IEEE 802.15.6 
standard [22], which provides a very weak support for real-
time applications [23, 24], even with the latest 
improvements [25].  

The cluster based network organization is the present in 
almost all of the studies presented. In this configuration, the 
communication relies on special nodes with crucial 
importance. This can introduce high unreliability into the 
network, because these special nodes are highly active 
regarding communication and can seriously affect the 
network in case of failure. Also, in many situations, 
researchers assume that no mobile nodes are present in the 
network and the position of the nodes is known at 
deployment [26].  

Soft real-time requirements are satisfied by most of the 
medium access protocols found in the literature [27]. 
Significant advances have also been made in real-time 
communications at MAC level when using FDMA and 
TDMA based protocols [28], but with important drawbacks, 
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such as the presence of a network coordinator node thus 
enforcing a cluster based organization of the network. These 
solutions are not valid in an ad-hoc, unorganized network 
architecture, as well as on a dynamic network in terms of 
mobility. 

Another possible issue present in today’s literature is that 
many MAC protocol models and many WSN applications 
are validated using simulation environments, which do not 
take into account the behavior of the nodes in real life 
conditions or the delays introduced by the radio modules 
[29].  

This paper extends the work presented in [30] by making 
a detailed analysis of the timing aspects of MAC 
communication in wireless sensor network and by proposing 
a comprehensive model to determine the time parameters 
involved in a point-to-point MAC level communication. The 
proposed model parameters are then experimentally 
evaluated using a custom-designed measurement 
framework. The results gathered after testing several 
platforms with different radio modules, are also presented 
and discussed in details. 

III. MAC-LEVEL COMMUNICATION TIMING MODEL 

A set of assumptions and basic specifications have been 
considered for the design of the proposed communication 
timing model. Each node of the network features a wireless 
communication module which is driven by a host 
microcontroller. One of the main functions of the 
microcontroller is to implement the real-time 
communication protocol stack by taking into account the 
MAC layer processing delay, besides the message delivery 
time between two nodes. This processing time consists 
mainly of the delay introduced by the wireless module 
driver. The wireless radio module is also assumed to be 
either a transmitter or a receiver, not a transceiver. 

In all the cases considered here, the transmitter node is 
denoted as "A" and the receiver node is denoted as "B". The 
nodes are assumed to have only these capabilities and their 
roles are not interchangeable in terms of transmitter and 
receiver.  

In (1) we present the model described in [30], which 
represents the total delay for a transaction between a 
transmitter node A and a receiving node B 

BBB

AAA

transferPACKRXSFDRX

SFDTXTXONtransfer

TTT

TTTBAT





__

_),(
 (1) 

The time parameters in (1) are defined as follows: 
 Ttransfer_A – the time needed for the host processor of 

node A to transfer the packet to the wireless module. 
This time component is predictable and calculable. It 
depends on the packet size and on the wired 
communication protocol between the host process and 
the wireless module. 

 TTXON_A – the time needed by the wireless module to 
deactivate the receiver and to activate the transmitter. 
This parameter is depended on the wireless module 
characteristics. Usually this parameter is given by the 
manufacturer of the module in its datasheet, as a 
maximum value. 

 TTX_SFD_A – the time needed by the wireless module to 
transmit the Start of Frame Delimiter (SFD) 

sequence. This component usually includes the clear 
channel assessment (CCA) procedure. This parameter 
is highly dependent on the wireless medium. 

 TRX_SFD_B – the time needed for the SFD sequence to 
arrive at its destination node B. This parameter 
depends on the wireless medium characteristics as 
well as on the bitrate and modulation used by the 
wireless modules. 

 TRXPACK_B – the amount of time needed by module B 
to receive the whole packet. 

 Ttransfer_B – the time needed by the host processor of 
node B to transfer the newly arrived packet from the 
wireless module to its internal memory. This 
parameter has the same characteristics as Ttransfer_A. 

Another important component of the wireless 
communication timing is represented by the time needed by 
the host microcontroller to control the transmission and 
reception process. This aspect is important when designing 
the driver for the wireless module in a real-time context. 
Usually in a WSN with real-time capabilities, a real-time 
operating system (RTOS) is needed, as the main software 
component of each node. A driver design for a wireless 
module within such an RTOS needs to take into 
consideration several time components. For a transmitter 
node (A), these time components can be described as 
follows: 

ONRXPACKTXSFDTXTXONtransfer TTTTTAT ___)(  (2) 

The time parameters in (2), like Ttransfer, Ttransfer_A, TTXON, 
TTX_SFD are similar to those in (1). The remaining parameters 
have the following meaning: 

 TTX_PACK – the time needed for the module to transmit 
the entire packet. This component is usually 
predictable and is dependent on the packet size 

 TRX_ON – the time needed by the module to change 
from the transmitting mode to receiving mode after 
the packet has been sent. This parameter is usually a 
characteristic of the wireless module. 

The same analysis is performed on the receiver side (B): 

transferPACKRX TTBT  _)(   (3) 

Here, parameter TRX_PACK can be described as the time 
from the moment the module signals the arrival of a SFD 
sequence to the moment the module receives the whole 
packet. The TtransferB parameter is the time needed for the 
host microcontroller to transfer the received data from the 
communication modules. 

IV. COMMUNICATION TIMING MODEL ANALYSIS 

All of the time components described above may be 
further decomposed to increase the accuracy of the model.  

The time needed to transfer a packet between the host 
processor and the radio module (Ttransfer_A , Ttransfer_B, Ttransfer) 
is present in all of the above models. This parameter may be 
analyzed as follows: 

BITtransferStransfer TPT _8    (4) 

In (4), we define PS as the packet size in bytes and 
Ttransfer_BIT the time needed to transfer 1 bit of information. 
Giving the fact that this latter term is constant and known in 
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most of the cases, we can deduct that the whole Ttransfer 
component is calculable using (4). We can make this 
assumption mainly because in all of the cases, the 
communication between the host processor and the radio 
module is implemented using line bus protocols which are 
predictable and calculable, as is the case of the SPI or the 
UART bus. 

Another component that needs to be studied is the time 
needed by the radio module to turn off the receiver and 
switch on the transmitter (TTXON_A, TTXON), in other words 
the time needed by the radio module to switch to 
transmitting mode. Usually this operation does not take a lot 
of time but in a worst case scenario this time component can 
be equal to the time needed by the radio module to 
recalibrate its internal PLL. In a real-time environment one 
has to consider the worst case scenario thus resulting 
equation (5), where TPLL represents the maximum amount of 
time for the radio module PLL to be stabilized. This value is 
usually given by the manufacturer in the datasheet of the 
radio module. 

bration. In this situation, we state the 
following equations: 

  

PLLTXON TT      (5) 

A similar component is T


RXON which is the time needed 

by the radio module to switch to receiving mode. Usually, 
the radio modules are in receiving mode most of the time. 
When a transmission needs to be made, the module has to 
switch to transmitting mode. After the transmission has been 
completed the module needs to switch back to receiving 
mode. In a worst case scenario the switching between 
transmitting mode to receiving mode and vice versa may 
involve a PLL recali

PLLRXON TT     (6) 

TXONRXON TT     (7) 

One of the most unpredictable time parameters presented 
above describes the time needed by the radio module to 
transmit the start-of-frame (SFD) sequence. This component 
normally includes the CCA operation and the actual 
transmission of the sequence. The unpredictability is given 
by the CCA operation. This time component is described in 
the following equation: 

DTR
SIZESEQSFDTT CCASFDTX ___ 

The newly introduced terms in (8) are T

1
   (8) 

odule and the actual size in 
by

le and is 
specified by most manufacturers in the tasheet: 

is TRX_PACK. This component can be 
described as in (10): 

CCA  the time 
needed by the CCA operation, DTR (Data Transfer Rate), 
measured in bytes/second, which defines the transfer rate, a 
characteristic of the radio m

tes of the SFD sequence.  
The next analyzed component is the time needed by the 

receiver module to get the start of frame sequence. This is 
usually equal to the latency of the radio modu

da

RXSFDRX LT _      (9) 

Another time parameter that does not introduce any 
unpredictability intro the system, mainly because it depends 
on the transfer rate, 

DTRSPACKRX _   (10) 

Using the parameters defined in (4), (5), (6), (7) and (9) and 
applying them to (1), we can define a much more accurate 
model of the total delay introduced by a transac

PT
1



tion between 
the transmitting node A and receiving node B:  

RXCCAPLL DTR
In the model described by (11), most of the components 

do not introduce any unpredictability to the systems, thus 
they are perfectly calculable. Two of the parameters in (11) 
need to be further analyzed, though. The T

BITtransferS

LSIZESEQSFDTT

DTR
TPBAT








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1
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1
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eeded to fully recalibrate the 
PL

spect to the real-time operating system running on the 
node: 

PLL time 
component describes the time n

L, in a worst case scenario. 
In the same manner, using (4), (6), (7) and (8), we can 

obtain a much more accurate and simplified version of the 
time model described in (2), which refers to the total delay 
introduced by the radio module of the transmitting node A 
with re

DTRCCAPLL

The same method can be used to describe the c

SIZESEQSFDTT

DTR
TPAT BITtransferS

1
__2

1
8)( _









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ase of the 
receiving node B, by applying (4) and (10) in (3): 







  BITtramsferS T

DTR
PBT _8

1
)(    (13) 

 
co

is no more than 486 

V. EXPERIMENTAL RESULTS AND MODEL VALIDATION 

A set of experiments have been conducted to validate the 
time analysis and measurement framework presented above. 
The results were collected from measuring the

mmunication delays using two platforms as case studies.  
The measurement framework used to collect the results 

and the method used to identify the time parameters is 
described in [30] which extends this work. The 
measurement framework has as its main component an 
Olimex LPC-H2294 board [31] with an ARM7TDMI 
architecture based microcontroller [32]. The main reason 
this microcontroller is used is that it has numerous capture 
channels and interrupt sources. Another important aspect is 
that the two dedicated timers of LPC2294 were 
synchronized with an error of 1 tick (62.82 ns). We have 
also considered the interrupt latency which is 12 clock 
cycles for the fast interrupt (FIQ) and 25 clock cycles for 
ordinary interrupt (IRQ) [33]. The timer input captures 
interrupts which are mapped as ordinary interrupts and the 
additional 4 external interrupts are mapped on the FIQ 
channel. In a simplified situation we can assume a worst 
case situation were both interrupt types have a maximum 
latency of 25 clock cycles. Giving the fact that the core is 
clocked at 58.9824 MHz we can calculate the interrupt 
latency as a maximum of 424 ns. In a worst case scenario, 
the maximum capture error of an event 
ns which we consider to be negligible.  

The first platform is represented by two modules of the 
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 the 
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le node from a local PC through 
an

number of measurements reaches 200000. The packet delays 
were measured in various conditions: high and low transmit 

 wireless 
tra

 
co

r 
im

CrossBow MicaZ hardware platform [34] which consists of 
a host processor and a ChipCon CC2420 wireless module 
[35]. This platform usually has as its main software 
component the TinyOS operating system, but within these 
measurements this system was not used. A low level driver 
for the wireless module was used instead. The second 
platform is represented by two Olimex LPC-H2294 boards 
with a ChipCon CC2500 [36] wireless module attached to it. 
In each case the platforms were programmed to generate

cessary events needed by the measurement platform.  
For both platforms a custom firmware with the necessary 

low level drivers was developed in order not only to control 
the radio module but also to generate the needed events via 
the GPIO system. The firmware of the two platforms was 
designed to control the who

 AT command protocol.  
To properly validate the time components presented 

earlier, a significant number of measurements were needed. 
For instance, in the case of the CC2420 platform the 
maximum packet size was considered 64 bytes and were 
performed 600 transmissions and receptions. Giving the fact 
that 10 time components were measured in each case, the 
total number of measurements for this platform is about 
384000. In the case of the CC2500 platform the total 

gain, low noise medium, high noise medium, etc.  
Noise has also been introduced by generating
ffic on adjacent channels, using other similar radio 

modules. For example, we configured the platforms to 
operate on ZigBee channel B and used XBee modules [37], 
configured on ZigBee channel C, to generate traffic noise.  

We present in Fig. 1 the experimental analysis of time
mponent described in (9) that was measured using the 

CC2420 platform. This practically represents the measured 
latency of the wireless module. The same time component is 
displayed in Fig. 2 with data gathered from the measurement 
using the CC2500 platform. Using these plots one can 
identify the behavior of the internal latency of the module. 

In Fig. 3 we present the measurement of anothe
portant time parameter, i.e. the time needed by the 

wireless module to switch to transmitting mode, defined in 
(5). It was measured using CC2500 the platform. The same 
component relative to the CC2420 platform is presented in 
Fig. 4. Using these measurements we can identify a normal 
behavior of this time component. However, in a real-time 
environment one has to consider this component having a 
worst case value which according to many wireless module 
datasheets is equal to the time needed for PLL recalibration. 

 
Figure 1. CC2420 based platform – Wireless module internal latency. a) Maximum, average and minimum values, b) Sigma values  

 
Figure 2. CC2500 based platform – Wireless module internal latency. a) Maximum, average and minimum values, b) Sigma values  
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Figure 3. CC2420 based platform – Delay generated when swithing to transmit mode. a) Maximum, average and minimum values, b) Sigma values 

 
Figure 4. CC2500 based platform – Delay generated when swithing to transmit mode. a) Maximum, average and minimum values, b) Sigma values

VI. CONCLUSION 

In this paper we have presented a model that cat be used 
to identify, calculate and approximate the components of the 
total delay introduced by a wireless communication at MAC 
level. Furthermore, this model can offer a way to calculate 
the total delay introduced by a radio module when 
transmitting or receiving data in order to properly design a 
driver suitable for a real time operating environment. From a 
more practical point of view this model is suitable for 
making a time analysis of a chosen radio module in order to 
determine its time behavior in many situations and thus 
deciding whether it can or cannot be used in a real time 
application. 
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