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Abstract

In this paper, by using the quadrature method, we show how changes in the sign of f
lead to multiple positive solutions for the semipositone Neumann problems

=U"(x) = Af (ux)), J0)=0=u(1),

when the parameter A belongs to some intervals.
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1 Introduction
In this paper, we are concerned with the existence of multiple positive solutions for the

semipositone problem

—u"(x) = kf(u(x)), x€(0,1), (1.1)
£(0)=0=u/(1), (1.2)

where A > 0 is a parameter, f(0) < O (semipositone).

Semipositone problems arise in many different areas of applied mathematics and
physics, such as the buckling of mechanical systems, the design of suspension bridges,
chemical reactions, and population models with harvesting effort; see [1-4].

The study of semipositone problems was formally introduced by Castro and Shivaji in
[5]. In general, studying positive solutions for semipositone problems is more difficult than
that for positone problems. The difficulty is due to the fact that in the semipositone case,
solutions have to live in regions where the nonlinear term is negative as well as positive.
Due to its importance, one-dimensional semipositone problems have been widely studied
by many authors; see [5-8] and the references within. For higher-dimensional results of
semipositone problems, see [9-12].

However, the study of positive solutions for the semipositone Neumann problems (1.1)-
(1.2) is relatively rare; see Miciano and Shivaji in [8], by using the quadrature method (time
map method), they obtained the following result when f has the only unique positive zero.
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Theorem A Let f € C*[0,00), f(0) <0, f'(u) > 0 for u > 0, lim,_ ,00f () >0, B and 0
(>B) be the unique positive zero of f and F(s) = f(f f(t)dt, respectively. Further, let S =
(j%, %Z(ﬁ)) be nonempty. Then for ) € S, there exist at least three positive solutions of
(1.1) and (1.2).

The quadrature method (time map method) introduced by Laetsch in [13] has been used
to find positive solutions to various types of equations; see [5, 7, 8] and the references
therein. Moreover, applying the quadrature method, Brown and Budin [14] obtained mul-
tiple positive solutions for (1.1) with Dirichlet boundary conditions when f has # positive
zeros and f(0) > 0, the detailed result can be found in [14], Theorem 3.8.

Motivated by the above papers [8, 14], this paper is devoted to studying how changes
in the sign of f lead to multiple positive solutions of (1.1)-(1.2). We consider the following
assumptions:

(f1) f:[0,00) — R has continuous derivative.

(f2) f(0) < O (semipositone).

(f3) There exist 1, B2, ..., By € Rsuch that B < B2 < --- < B, and f(B;) = 0 for

i=12,...,n

(f4) There exist 01,0,,...,0, € Rsuchthaty:=0<B; <6 < By <---< B, <0, and

F©,)=0,fori=1,2,...,n.

(f5) f'(s) > 0 for s € (O, O2xs1), k € {0,1,..., [;%1]}, where [x] denotes the integer part of

xeR.

We prove the following result.

Theorem 1.1 Assume that (f1)-(f5) hold. For each k € {0,1,..., [”7‘1]}, let Sy = (%,

2
%) be nonempty. Then for each ) € S, (1.1)-(1.2) has at least two nonconstant pos-

itive solutions and 2k + 1 constant positive solutions.

Remark 1.1 Note that Theorem 1.1 is Theorem A in the special case # = 1. It is worthy to
point out that in our study problem (1.1)-(1.2) admits # positive zeros, it may have some

interest to investigate positive solutions.

In addition, Hung in [7] studied the exact multiplicity of positive solutions of (1.1) with
Dirichlet boundary conditions when f satisfies (f2) and the following hypotheses:
(H1) f € C[0,00) N C%0,00).
(H2) f is concave-convex on (0,00), i.e. f has a unique positive inflection point 5 such
that

<0, onse(0,n),
f"(s)$ =0, whens=n,
>0, onse(n, o).
(H3) f is asymptotic superlinear, that is, lim,_, oo f(TS) = 00.
(H4) f has three distinct positive zeros f; < B3 < Bs.
Hung in [7] obtained some significant results according to F(8;) = 0, F(82) > 0 and F(S;) <
0, the detailed results can be seen in [7], Theorem 2.2. The proofs of the main results are

based on the quadrature method and variational techniques.
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Naturally, what is really interesting is to find the conditions which permit positive solu-
tions of Neumann problems (1.1)-(1.2). Motivated by the above papers [7, 8], by using the

quadrature method, we obtain the following result.

Theorem 1.2 Assume that (£2), (H1), and (H4) hold, and f satisfies (H2) with B < n < Bs.
Let F(B2) < 0 and 0 be the unique positive zero of F. Given B, € (0, B1) satisfying F(B.) >
F(B,). Then there exist 0 < Ay < 1* <00 (Ay = A(B1, B2, B3) is relevant to By, Ba, B3, and \* =
A*(B) is relevant to B,) such that for A € [y, 1*], (1.1)-(1.2) has exactly two nonconstant

positive solutions and three constant positive solutions.

Remark 1.2 Note that the case F(8;) > 0 has been treated by Theorem 1.1. Moreover, we
only prove in Theorem 1.1 that there exist multiple positive solutions for (1.1)-(1.2), and by
virtue of [7], under appropriate conditions of the nonlinearity f, we also obtain the exact
multiplicity of positive solutions of (1.1)-(1.2) in Theorem 1.2. However, the critical case
F(B,) = 0 is still open.

Remark 1.3 Let us consider the function
S(u) = (u-1)(u—-2)(u—-4).

Obviously f satisfies all of the conditions in Theorem 1.2 if we take p; =1, 2 =2, B3 =4,
F(B)=F(2)=-%<0,f"(3)=0,and n = Z, i.e. B2 <7 < B3. Thus Theorem 1.2 guarantees
that (1.1)-(1.2) has exactly five positive solutions for 1, <A < A*.

The rest of the paper is arranged as follows: in Section 2, we state and prove several
preliminary results related the use of quadrature method. Finally in Section 3, we prove

the main results of this paper.

2 Preliminary results
Lemma 2.1 ([8]) If u(x) is a solution of (1.1)-(1.2), then u(1 — x) is also a solution of (1.1)-
(1.2).

Lemma 2.2 ([8]) Any zero of f is a solution of (1.1)-(1.2).

For each k € {0,1,..., [”7’1]}. Now consider positive solutions u(x) obtained by The-
orem 1.1. Here u(0) = oy, u(l) = yx (vx = yrlax)) such that F(ox) = F(yk), O < g <
Bors1 < Vi < Oaxs1, and u” > 0 on (0, %) and u” < 0 on (#,1), where t; € (0,1) is such that
u(ty) = Poks1.

We now apply the quadrature technique to (1.1)-(1.2) when f has # positive zeros. Mul-
tiplying (1.1) by #/(x) and integrating, we obtain

(/' (%))
2

+ AF(u(x)) = C, (2.1)

where C is a constant. Applying the boundary conditions and the assumption that #(0) =

or and u(1) = yr (vx = ye(ak)), we see that AF(ax) = C = AF(yx). Hence for each k €
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{0,1,..., %521}, i € [Oaks Boksr) such that u(0) = ok, Vi € (Baks1, 02k41] is the unique solution
of F(ax) = F(yk). Thus if u(0) = ax, (2.1) becomes

W () = \J20[Flas) - F(u(x)) ], x€[0,1], (22)

integrating (2.1) on [0, x] and applying the boundary conditions, we have

“ s
Lk m = \/ﬁx, X € [0,1]. (2.3)

Substituting x = 1 in (2.3), it follows that

Vie L[N B G, 2.4
73, V- O -

In fact, the following result is true.

Theorem 2.1 Assume that (f1)-(f5) hold. For each k € {0,1,..., [”T’l]}. Given A > 0 if there
exists ay € [Oax, Poks1) such that Glax) = v/A, then (11)-(1.2) has a unique positive solution
u(x) satisfying u(0) = oy, u(l) = yx, where yy is such that F(ay) = F(yx) and u' > 0 on (0,1).
Furthermore, Gy ) is a continuous and differentiable function in [0y, Box+1)- Its derivative
is given by

dG(ay) 1 (' H(ou) - H(E(Bokr — ) + o)

dar 242 Jo [Flaw) = F(t(Boxss — o) + )32

(dyk) 1 ! H(yk) - H(t(ﬂ2k+l - yk) + Vk) dt (2 5)
day ) 242 Jo [E(ye) = F(t(Bokst — vi) + vi) B2 '

where H(s) = 2F(s) + (Baxs1 — ) (5)-

Proof The proof of Theorem 2.1 is the similar argument to that in Miciano and Shivaji [8]
and Miciano [15] with obvious changes, so we omit it. O

3 Proofs of main results
In the section, we shall use the preliminary results in the previous section to prove Theo-

rems 1.1-1.2.

Proof of Theorem 1.1 Foreachk €{0,1,..., [”T‘l]}. Recall the definition of 04,1, we replace

fin (1.1) by
u), if0 <u <64,
fetwy =}/ | it (3.1)
S O21) (W = Oops1) + f(O2ks1),  if u > O,
and Fi(u) = [, fi(s) ds.
If k = 0, it is shown in Miciano and Shivaji [8] that
0} 2 20
—— <G| < 3.2
-2F(B1) — [cO] =< —Fo(B1) (3-2)
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and
4 [ 16
: lim G« )] (33)
S8 ~ Leomp 7L T (B
where limy, o+ G(ag) =: G(0).
Since the only possible bifurcation points on the curve of solutlon (A, B1) are 7 ,312)’

m=0,1,..., by (3.3), it follows that [limy, - Glap))? = f’ (;3 . From the definition of
fo, we know that f5(81) = f'(B1) and Fy(B1) = F(B1). One deduces from the hypothesis
f,’(’% < %1;1) that the range of [G(ap)]? contains Sy = ( f,’(’; -25;(251 ). Consequently, from
Theorem 2.1, Lemma 2.1, and Lemma 2.2, the problem (1.1)-(1.2) with k = 0 has three
distinct positive solutions as A € Sy.

Next, we prove that, for each k € {1, ..., [”T‘l]},

(B2t — 62%)? 2 2(6aks1 — Oo)*
- 1 G _ .
—2F(Bar1) [akgrelzk (ak)] —Fr(Baks1) (4
and
4 2 16
li G . .
T = i 6] = s (35)

Without loss of generality, we consider k = 1, and o € [0, B3), Y1 € (B3, 03], from (2.4),

G- = [ (36)
Q) = — S — .
NG o v Fi(ay) — Fi(s)
Then
1 % ds
lim G(o) = — = G(6,). (3.7)
w0 V2, VCRE
By (£5), F{'(s) =f{(s) > 0 for s € (6,,65), we have
—F1(B3 e ) < Bs,
_Fi(s) i%gg (Z 1), 2<S_;:3
03 53( _S) :33<S< 3y
and so
f3-0
1 _|VAexam %<s=hs
_ - 63—
Fi(s) *Fl(ge,),?gsﬂ)’ Pz <s<0s.
Thus, from (3.7), it follows that
GOy - Bz ds 1 % ds
)) = —— _
«/_ 6 V=F{) «/5 gz ~—Fi(s)
1 [ B—-06, 1 [03-p3
< 2B — 05 + — 265 —
= AV -EG VPO B CEEy Ve R
2(05 — 6
V2(65 - 62) (3.8)

= J-F(Bs)



Chen and Ma Boundary Value Problems (2016) 2016:19 Page 6 of 12
Also, we see that
—Fi(s) < -Fi(B3), se€[61,63]
Hence
G(6,) - 1 (% ds 1 (% ds 1 636, (3.9)
p) . .
V2 6, v—Fi(s) \/_ 0, +/—F1(B3) \/5 v —Fi(B3)
Then from (3.8) and (3.9), it follows that
—6,)? 2(65 — 6,)?
( 2) < [G(ez)] ( 3 2) )
—-2F(B3) —-F(Bs3)
Thus (3.4) holds as k = 1.
On the other hand, it is easy to verify that
Glo) = 1 " ds "o ds
a —_ —7
' «/_ o VF1(011 - F(s x/— o VL
where Z;(s) is defined as
Fi(o)- F1(ﬂ3)( —), o <s<pBs
Zu(s) = :H(J’S—gl(ﬂB ( )
o Y1—5), P3<s<y.
Furthermore,
Bz —a
Fiay) —Fi(B3) Jo, /S—a1 Fi(yn) —Fi(B3) Jps, /Y15
_Pme o NP
Fi(oy) — F1(Bs3) ()’1) Fl(ﬂ )
2 - 2y —
_ (B3 — o) . (1 - B3) ‘ (3.10)
VE(a)-F(Bs)  E(n)-FE(Bs)
Now as oy — B3, 1 — B3,
4(Bs — o)? 4(vr — Ba)2
im (Bs — 1) = — 8 and im (i = B3) = ,8 . (3.11)
=85 Fi(on) —Fi(B3s)  f{(B3) n—#3 Fi(y1) - Fi(B3)  f{(B3)
Hence (3.10) and (3.11) imply that
lim G(op) < li 4 (3.12)
im G(x im — .
iy ) = Jim f o zl(s> VA B3)

Also from (2.4), we have

Gla) 1 " ds
o) = —
! V2 Joy VFila) - Fi(s)
1 B3 ds 71

"2y VE@ RO

ds

1
V2 s JEn) -F0)
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1 /ﬁ3 ds N 1 /m ds
T V2 )y JR(m)-F(Bs) V2 ) JE(n) - Fi(Bs)
1 Bz —ay 1 11— B3

= V2 JE@) -E(B) V2 JEG) -

and as a; — B3, using (3.11), we obtain

2
li G > .
i O = s

(3.13)

Then from (3.12) and (3.13), we get

< lim G(a;) <

2 4
VA (Bs) ~ea—ps V(B

and so

4 2 16
lim G .
7 = Lutim, G| = 7
Thus (3.5) holds as k = 1.

By a similar argument to the case k = 1 with obvious changes, we can deduce that, for
eachke{2,..., [”T‘l]}, (3.4) and (3.5) hold.

Moreover, for each k € {1,..., [”T’l]}, since the only possible bifurcation points on the
curve of solutions (A, Baxs1) are f,’(T;T’Zzl), m=0,1,..., by (3.5), it follows that
k +
[ iim 6] -
im ak ] = .
%= B Ji(Baks1)

From the definition of fi, we know that f;(Baox+1) = f'(Bak+1) and Fi(Bak+1) = F(Baks1). One

. 72 (O2kr1-02k)
deduces from our hypothesis T < S
2

2
(f/(;;zk 5 %). Consequently, by Lemma 2.2, f; has 2k + 1 positive zeros such that

(1.1)-(1.2) has 2k + 1 positive solutions, moreover, by Theorem 2.1 and Lemma 2.1, for

that the range of [G(a)]? contains Sy =

A € Sk, u(x) and u(1 — x) are two other positive solutions for (1.1)-(1.2).

The proof of Theorem 1.1 is now complete. d

Remark 3.1 Note that since f is autonomous, every solution of (1.1)-(1.2) is symmetric
about its critical points (see Miciano and Shivaji [8], Lemma 2.2). Hence if positive solu-
tions v with 71 —1 interior critical points at i, i=1,2,...,m-1,itsuffices to study solutions
V(%) := V|xE[OY%], let v,,,(x) = u(mx) forx € [0, %]. Together with Theorem 1.1, we can easily

get similar results to Theorem A, here we omit them.

Next we consider positive solutions #(x) obtained by Theorem 1.2. Here u#(0) = o, u(1) =
y (y = y(a)) such that F(@) = F(y),0 <a < By <y <0,u” >00n(0,£;)U(ty,t3) and " < 0
on (t1,t) U (t3,1), where 0 < #; < £; < t3 < 1 are such that u(t;) = B¢, k=1,2,3.

Before proving Theorem 1.2, we now show some preliminary results. Given B, € (0, £1)
satisfying F(B,) > F(B2), there exists * € (B3,0) such that F(B,) = F(8*). Let « € [0, B4],
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y € [B*,0] such that #(0) = «, u(1) = y. From (2.1), we see that AF(«) = C = AF(y), by a
similar argument to (2.4) with obvious changes, we have

1 (7 ds
\/X = E/; m =: G(O[) (314)

Next, we give an important result.

Theorem 3.1 Let f satisfy all hypotheses of Theorem 1.2. Given A > 0 if there exists o €
[0, B.] such that G(at) = /A, then (1.1)-(1.2) has a unique positive solution u(x) satisfying
u(0) = o, u(l) = v, where y is such that F(a) = F(y) and u' > 0 on (0,1). Moreover, G(a) is
a continuous and differentiable function in [0, B.], its derivative is given by

dG(a) 1 (' Hi(@)-Hi(t(f1 - o) + @)

da 22 Jo [F(@)—F((pi—a)+)]??

~ 1 B3 f(Ol)
242 Jp, [Fler) = F(£)]?

Ldr 1 Y Hy(y) - Ha(t(B3 —¥) +v)
do 22 Jo [F(y)-F@(Bs—y)+y)*?

where H(s) = 2F(s) + (B1 — s)f (s) and Hy(s) = 2F(s) + (B3 — s)f (s).

dt

dt >0, (3.15)

Proof Obviously, for given A > 0, there exists « € [0, B,] such that G(«) = V4, it follows
that (1.1)-(1.2) has a unique positive solution u(x) given by

uw g
/a m = «/ﬁx, X € [0,1], (316)

and u(0) = «, u(1) = y. Moreover, it is easy to see that G(«) is a continuous and differen-
tiable function in [0, 8.]. Now put

/ / B3 ds
JF JF F(a) — F(s)
+ VL (3.17)
ps F(y) = Fls) '
Thus
d [P ds 1 B3 fla)ds
da Iy, Jif(a)—ﬂs)“ifﬁl (Fle) - EGP2 (319)
In fact, f(«) < 0 for & € [0, B.]-
Let s = t(8; — ) + «, then
fﬂl / (/31 Ol)dt
«/F(a) F(s) VE@) —a) )
and
—a)dt _ 1 (' Hi(e)-Hi[t(h—a) + o]
= ¢p a) F(t(ﬂl e s ) e s - ragr =0 619
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where Hi(s) = 2F(s) + (81 — s)f (s) for s € (&, B1). Indeed, Hi(s) = f(s) + (81 — s)f"(s), H{ (s) =
(B1 — s)f"(s) < 0 since f"(s) < 0, s € (&, B1), and H{(B1) = 0, so H(s) > 0, that is, H;(«) —
Hy(t(B —a) +a) <0, for £t € (0,1). Then (3.19) holds.

Lets=¢t(B3 — y) + y, then

y — Bs)dt

/ﬁs \/F(J/) F(s) /\/F(y) Ft(Bs—y)+y)

and

/ (y — Bs)dt
da Jo JF() = FIe(Bs—7) + 1]

_dyl Y Hy(y) —Halt(Bs — y) + y]
T da2 )y [F(y)—Ft(Bs—y)+y)P"?

(3.20)

where Hy(s) = 2F(s) + (Bs — s)f (s) for s € (B3, y). In fact, Hj(s) = f(s) + (B3 — s)f"(s), H} (s) =

(B3 —s)f"'(s) < 0 since f"(s) > 0, s € (B3, ), and Hy(Bs) = 0, so Hy(s) < 0, that is, Hy(y) —

Hy(t(Bs —y) +y) <0, for t € (0,1). But we know that d” < 0. Then (3.20) holds.
Combining (3.14) with (3.17)-(3.20), it follows that

oy L [T,
do T da 2 ), TR -FG)

This completes the proof of the theorem. d

Proof of Theorem 1.2 From (3.14), we have

lim Gla f _F(S (3.21)
and

—F(s) < max{-F(B,),~F(Bs)}, s€[0,6].
Hence

G- L [ & ! f (3.22)

2o TEG) ~ V2 Jmax—EBy), FBa)]

Since F”(s) =f'(s) > 0, for 0 < s < B; and B3 < s < 6, we get

—F(B1)

S 0<s=<pB,

~F(s) > { -F(p2), Br<s < Ps,
_:g: 6 -s), PB3<s<0.
Thus
VB 1
. m Jg} 0 <S8 S :311
1

<
Ve kD A
s L Bics<f.
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By virtue of (3.21), we obtain

G(o)sifﬁl B b, VR _&
V2 \/Wx/— \/_ A \/W x/— g v/~F(B3) VO —s
_ V28 +L Bs— B +x/—(9—,33)
V-FB) ~2-F) -F(Bs)
V26

(3.23)
\/—F(,Bz)
Then from (3.22)-(3.23) we have
92 2 262
< |G . .
Tmax—F (0, ) = 19O < gy (3:24)
Since
1 G " ds
i = — 3.25
Jm o= 7 | Trore .
where 8* satisfies F(8*) = F(B,). Hence
L P ds _L B2 ds +L B ds
V2 Js. JEB)-F(s) 2Js JEB)-F@s) 2Js JFB)-Fs)
- 1 BB L B* =B
B \/—\/ (B«) —F(B) ﬁ\/F(ﬂ*)—F(ﬁs)
1 B* — B
> — 3.26
= V2 JE(B.) + max{~F(B1),~F(B3)} (320
On the other hand,
P ds _ B ds
. VE(B:)—F(s) Jp. VF(Bs)—F(s)
B ds B ds
_ _ 3.27
+/ﬁ JEG) - F®) +/f3 JEG) - FG) (27

where B, < B < fa < B < B* such that F(B) = F(B) = F(B,). We can easily get

p ds B- B
. (3.28
/5 VE(B.) - E(s) \/F(,B* - F(B) :

Since F"(s) = f'(s) > 0 for s € (+, ) and s € (B, B*), we have

-F
(:3*) F(S) = %(5 - /3*): IS (ﬂ*’é)’ (329)

and

F(B") —F(E)(

F(8")-F _
(B*) - F(s) = 53

B -s), se(B.BY). (3.30)
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Thus

/ﬁ ds +/’3* ds
. VE(B)-F(s) Jg JF(B)—FGs)
\/m B 1 . ’3*_3 /,3* 1
,/F(ﬂ*) FB) Jo. Vs=B- JF(B)-F(B)Js VB =5

2(8 - B.) 2(B* - B)
+

= . (3.31)
JEBI-F(B)  VE(E)-F(F)
Consequently, from (3.27), (3.28), and (3.31), we obtain
1 [ ds / /
\/_ Bx F(,B*) F \/— < F(ﬂ*) F(S \/_ vV F(/S*) F
L L /ﬂ* ds _ L 2(B - Bs)
V25 JF(B)-F6 ~ V2 [F(.)-F(p)
L1 P 1 28 -B)
V2 JF(B.)-F(B) ~2E(B)-F(B)
_ 2B - Bi) - B-B) (3:32)
V2F(B)—F(By) '
Combining this with (3.26), we get
(,3*_/3*)2 2 [Z(ﬂ*_ﬂ*)_(g_ﬂ)P
lim G = 3.33
2[F(B,) + max(~F(B),~E(B))] ~ < Jim G@] < 2[F(B.) — F(B,)] (3:33)

Finally, by Theorem 3.1, it follows that [limy_o+ G()]? < [limg_, - G(a)]?, we let
2 2
Do = [ lim, G(a)] . A= [ lim G(a)] ,

and X, A* satisfy the inequality of (3.24) and (3.33), respectively. By Lemma 2.1 and
Lemma 2.2, (1.1)-(1.2) has exactly five distinct positive solutions.
The proof of Theorem 1.2 is now complete. O

Remark 3.2 To the best of our knowledge, positive solutions obtained in Theorem 1.2 are
of a new shape since its convexity and concavity changes more than once.
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