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A new approach for the non-invasive classification of raisins is presented based on the hybrid image fea-
tures, namely morphological, color and texture features. A total of 74 features (8 morphological, 30 color,
and 36 textural) were extracted from RBG images. Seven kinds of models were established based on dif-
ferent feature sets. They were three kinds of models established based on single feature set, three kinds of
models established based on the combination of two feature sets, and one kind of model established
based on the combination of all feature sets. Five kinds of classifiers, namely partial least squares
(PLS), linear discriminant analysis (LDA), soft independent modeling of class analogy (SIMCA), and least
squares support vector machine (LS-SVM) with linear and radial basis function (RBF) kernels were used
for the model establishment based on different feature sets. The best correct answer rates (CAR) of 99%
was obtained when LDA was used to establish the classification model based on the combination of all
feature sets, which was higher than those of the models established based on single feature set or the
combination of two feature sets. The results show that the feature combination is helpful to improve
the accuracy of raisin classification. It was concluded that the varieties of raisin could be accurately clas-
sified based on RGB image features and the combination of morphological, color and texture features was
an accurate way to improve the accuracy of classification.
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1. Introduction

Raisins are important and valuable export products for many
countries. The worldwide export volume of raisins is over
695,000 metric tons in 2009 (USDA, 2009). As different raisins
are produced with different varieties and different production
techniques, there are differences in quality and price among differ-
ent raisins. Recently, consumption of raisin has increased, and with
it, some fraudulent phenomena have increased as well. In China,
every year, to make enormous profits, many underground factories
adulterate raisins with low price into raisins with high price. These
behaviors badly infringe on the rights and interests of consumers.
Therefore a fast and accurate detection method is necessary to
classify raisin samples from different varieties.

In China, there is no modern evaluation techniques used for the
raisin inspection. The raisin quality classification is commonly
carried out sorting manually by growers or other hireling employed
by dealers, which is costly and inherently unreliable due to its
subjective nature (Huxsoll et al.,, 1995; Satake et al., 2003; Tang
et al.,, 2007). Automatic raisin classification based on machine
vision can abolish inconsistent manual evaluation, and reduce
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dependence on available manpower (Omid et al., 2010). Therefore,
it has drawn considerable interest to utilize machine vision tech-
nique in the raisin industry.

A typical machine vision method usually includes a process to
extract various features from images as the indicators or descrip-
tions of food qualities. Therefore these extracted features are
considered as the key or core elements of the machine vision appli-
cation in food industry (Ballard and Brown, 1982). Du and Sun
(2004) categorized these image features into four kinds, i.e., size,
shape, color, and texture, which describes the number of pixels,
the boundary of food products, the intensity of pixels, and the spa-
tial arrangement of the level of the pixels in a region, respectively
(Anon, 1990). These image features have been widely used in raisin
industry for the classification. Omid et al. (2010) developed an
automated machine for grading raisins based on shape features.
Okamura et al. (1993) used a machine vision technique for grading
raisin based on texture features with comparable accuracy and
precision to human inspector. Li et al. (2009) utilized an image pro-
cessing technology and a neural network for identifying the level of
raisins based on size and color features and achieved a recognition
rate of 92%. Both the surface information and geometry informa-
tion in images play important roles in quality determination of rai-
sin kernel. The combination of different features can provide more
information. Therefore it might be able to improve the accuracy of


http://dx.doi.org/10.1016/j.jfoodeng.2011.10.028
mailto:yhe@zju.edu.cn
http://dx.doi.org/10.1016/j.jfoodeng.2011.10.028
http://www.sciencedirect.com/science/journal/02608774
http://www.elsevier.com/locate/jfoodeng

532 S. Wang et al./Journal of Food Engineering 109 (2012) 531-537

classification, compared with a single feature. However, few papers
have focused on the analysis of combinations of surface (color and
texture) and geometry (size and shape) information.

The aim of this paper was to investigate an optimal strategy of
using hybrid combinations of morphological, color, and texture
features for the classification of raisin kernels. In the following sec-
tion, methods such as linear discriminant analysis (LDA), soft inde-
pendent modeling of class analogy (SIMCA), partial least squares
(PLS) and least squares support vector machine (LS-SVM) were uti-
lized to analyze the classification performances of these combina-
tions. The entire of the study was subdivided into four stages:
sample and image acquisition, image pre-processing, feature
extraction, and variety classification.

2. Materials and methods
2.1. Sample preparation and image acquisition

Four varieties of seedless raisins provided from Lvguoyuan Co.
Ltd. (Jichang City, Xinjiang Uygur Autonomous Region, China) were
investigated in this study. They were Ha-mi-wang, Wu-he-bai,
Jin-huang-hou, Wang-zhong-wang. Their information is summa-
rized in Table 1. RGB sample images were captured by Microvision
MV-VS078FM/FC industrial CCD digital camera (MV-VS series 1394
interface CCD industrial camera, China). The images were 768 pix-
els vertically by 1024 pixels horizontally with 8-bit depth. In the
experiment, the process of white balance in the camera control
software was applied to calibrate the system. A Teflon white cali-
bration plate was used for the process of white balance. The plate
was put at the position where raisin was taken its image. Then a
white paper was used as the background for the image acquisition.
There were 5-10 kernels in each image acquisition process. Illumi-
nation was provided by two groups of light sources to avoid shad-
ows. Each group contained four fluorescent lamps (Lotmar, Poland)
with the characteristic of 45 W, 220V, and 50 Hz. The number of
Lux of the proposed illumination’s setup was 4600 (+4%) Lux. In
order to reduce the shadow, both camera and lamp were vertically
arranged to the sample. The complete experimental setup is shown
in Fig. 1. Moreover the camera was connected with a computer,
which is not shown in Fig. 1. The images of typical raisin of four
varieties are shown in Fig. 2. Finally, the RGB images of 300 sam-
ples were captured. There were 75 samples for each variety. The
calibration set included 200 samples (set 1) and remaining 100
samples consisted the prediction set (set 2). The repeatability
was examined by taking images of the 100 samples from set 2 after
the storage of 2 weeks (set 3).

2.2. Image pre-processing

Images captured by CCD could be influenced by various types of
noises. These noises may degrade the qualities of images influent
the further image processing (Ballard and Brown, 1982). In order
to improve the quality of an original image, image pre-processing
algorithms are necessary. In this study, all the image pre-process-
ing and feature extraction were operated by Matlab 7.8 (The
MathWorks Inc., Natick, USA).

Raisin kernel
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Fig. 1. Experimental setup of image acquisition.
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Fig. 2. Images of four varieties of raisin. (a) Ha-mi-wang, (b) Wu-he-bai, (c)
Jin-huang-hou, and (d) Wang-zhong-wang.

First, image I (Fig. 3b) is obtained by subtracting background
image from original RGB image (Fig. 3a). Then binary image B
(Fig. 3c) is obtained from image I by applying a threshold through

the following condition:

.. 1, if I(i,j) > threshold
B(i,j) = .

(i.J) { 0, otherwise

(1)

The threshold was obtained using the Matlab function of ‘graythresh’.
Segmented image (Fig. 3d) is defined as:

B'(i.j) = B(i.j) x 1(i.j),

where m and n are the number of rows and columns, respectively.
Further, the center row and column of image B*, are defined as:

1<i<m, 1<j<n 2)

Table 1

Four varieties of raisin kernel.
Varieties Number Origin Color Size (mm) Class

Mean Max Min

Ha-mi-wang 75 Hami, Xinjiang, China Yellowgreen 15.3 16.9 141 Seedless raisin
Wu-he-bai 75 Turfan, Xinjiang, China Yellowgreen to green 14.5 15.8 13.1 Seedless raisin
Jin-wang-hou 75 Turfan, Xinjiang, Chian Yellowgreen to yellow 12.4 139 11.0 Seedless raisin
Wang-zhong-wang 75 Hami, Xinjiang, China Yellowgreen to green 16.7 18.1 15.0 Seedless raisin
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Fig. 3. Image pre-processing: (a) original RGB image, (b) image after being
subtracted from background image, (c) binary image, and (d) segmented image.

lemmme:E)W@D 3)

j=1/mxn)y > _JB(i.)) (4)

i=1 j=1

Then the covariance matrix of the points in image B* could be
calculated using the formula:

m n
C=> > Bjli-ij—j'li-ij—] (5)
i1 j=1

The major axis of image B" is given by the first eigenvector (the
eigenvector with the largest corresponding eigenvalue) of the
covariance matrix C. Finally, we rotate the segmented image so
that the major axis is the vertical line (Fig. 4). The examples of rai-

sin kernel are shown in Fig. 5a.

2.3. Image feature extraction

2.3.1. Morphological feature extraction

There are several morphological features commonly used, such
as area, perimeter, major axis length, minor axis length, maximum
radius, minimum radius, mean radius, four invariant shape mo-
ments, and 20 harmonics of Fourier descriptors (Gonzalez and
Woods, 1992). In this study, morphological features of each sample
were extracted from binary image (Fig. 5b) using Matlab function
“regionprops”. A total of eight morphological features were ex-
tracted, which were area, perimeter, major axis length, minor axis
length, maximum radius, minimum radius, mean radius, and four
invariant shape moments. The description of these eight features
is shown in Table 2.

2.3.2. Color feature extraction

Color analysis was based on the histogram from each channel of
segmented images (Fig. 5¢) in RGB and HSV (Hue, Saturation and
Value) color spaces. Color features were extracted from a normal-
ized histogram which was defined as:

p(i) =n(@)/N, 0<i<l (6)

where [ is the total number of gray levels in the image, n(i) is num-
ber of pixels in ith gray level, N is the total number of pixels. Define
the following characteristic coefficients:

G-1
w=">_ip(i) 7)
i=0
G-1
02 = (i p’p(i) (8)
i=0
G-1
ty =07 (i — p’pli) 9)
i=0
G-1
pa=0*Y (i—w'pi) -3 (10)
i=0
G-1
e:_mwz (11)

where p is the mean value, g2 is the variance, y, is the skewness, (i,
is the kurtosis, e is the energy (Cui and Zeng, 2009). Kurtosis is a
measurement of peakedness (Lawrence, 1996). A color feature vec-
tor for each color channel of R, G, B, H, S and V is defined as:

Fig. 4. Rotation of the image using major axis: (a) image before being rotated, and (b) rotated image.
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Fig. 5. Examples of raisin kernel: (a) original image of raisin kernel, (b) binary image, and (c) rotated image.

Table 2
Description of eight morphological features.

Symbol  Properties Definition or formula
Size features  x; Area The number of pixels in binary image
Xo Perimeter The number of pixels in boundary of binary image
X3 Minor axis lenth (Is) The length (in pixels) of the minor axis of the ellipse that has the same normalized second central moments as the
region
X4 Major axis length The length (in pixels) of the major axis of the ellipse that has the same normalized second central moments as the
n region
Shape X5 Elongation (el) el =1l/Is
features Xg Eccentricity The eccentricity of the ellipse that has the same second-moments as the region
X7 Extent The proportion of the pixels in the bounding box that are also in the region
Xg Solidity (ss) ss = Area/ConverArea, where ConverArea is the area of the smallest convex polygon that can contain the raisin
C=[u 0% 3 iy e]T (12) homogeneity (HO), angular second moment (ASM), entropy (EN),

Using color feature vectors defined with Eq. (12), the final 30 color
features of RGB and HSV color space were obtained.

2.3.3. Texture feature extraction

Similar to morphological and color, texture is another impor-
tant image feature that has been found to be an effective tool for
pattern recognition in the food industry (Du and Sun, 2006; Zheng
et al., 2006; Wu et al., 2008d, 2009a; Chen et al., 2007). Image
texture can reflect changes of intensity values of pixels. Texture
features could be extracted through using gray level co-occurrence
matrix (GLCM) (Haralick et al., 1973). GLCM is a second order
statistics method which describes the spatial interrelationships of
the gray tones in an image. In this study, texture features were
extracted based on GLCM of each color channel (R, G, B, H, S, V)
in segmented images (Fig. 5c): contrast (CO), dissimilarity (DI),

and correlation (COR), which are defined as:

CO:iGij(i—j)z (13)
ij=0
L-1
DI=_ Gijli—]jl (14)
ij=0
L-1
HO = (Giy/(1+ (i =J)*)) (15)
ij=0
L-1
ASM =Y "G} (16)
ij=0
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EN = Z Gij(—InG;j) (17)
ij=0
L-1
COR = Gyy[(1 = ) (1 = )/ 3/ (07)(07) (18)
ij=0

where G;; is an element of GLCM matrix, £, f; are mean values, and
6}, o7 are standard deviations of matrix rows and columns, respec-
tively (Zheng et al., 2006), defined as:

L-1

1, =>i(Gy) and p = Z] i) (19)
ij=0 ij=0
-1 L1

o =) Gy(l-w)’ and of =3 Gi(1- )’ 20)
ij=0 ij=0

A texture feature vector with six features is then defined as:
t=[CO COR DI ASM EN HO]T (21)

Using texture feature vectors defined with Eq. (21), the final texture
feature vector within 36 texture features for RGB and HSV color
space was obtained.

2.3.4. Combination of feature extraction

Only using morphological, color, or texture features might not
obtain enough accuracy for the raisin kernel quality classification.
Therefore, the combination of morphological and color features
(morphological-color, containing 8 morphological and 30 color fea-
tures), the combination of morphological and texture features
(morphological-texture, containing 8 morphological and 36 tex-
ture features), the combination of color and texture features
(color-texture, containing 30 color and 36 texture features), and
the combination of morphological, color, and texture features (mor-
phological-color-texture, containing 8 morphological, 30 color and
36 texture features) were analyzed to see if they could improve the
classification results. Finally there were seven kinds of models
based on different feature sets, three kinds of models established
based on single feature set, three kinds of models established based
on the combination of two feature sets, and one kind of model
established based on the combination of all feature sets.

2.4. Descriptions of multivariate classifier algorithms

PCA is a standard decorrelation technique and following its
application one derives an orthogonal projection basis that directly
leads to dimensionality reduction and feature extraction (Rao,
1964; Fukunaga, 1991; Zhu, 2007; Wu et al., 2008a). It allows
the researcher to reorient the data so that the first few linear com-
binations known as principal components (PCs) account for as
much of the available information as possible.

In order to build a SIMCA model, the samples belonging to each
class need to be analyzed by using PCA. For a given class, the
resulting model then describes a line, plane or hyper-plane. For
each modeled class, the mean orthogonal distance of training data
samples from the line, plane or hyper-plane (calculated as the
residual standard deviation) is used to determine a critical distance
for classification (Wold and Sjostrom, 1977).

Linear discriminant analysis (LDA) is one of the most widely
used classification techniques. It aims to find out a linear combina-
tion of features that best separates two or more classes of object or
event. The resulting combinations could be used as a linear classi-
fier (Belousov et al., 2002).

Partial least squares (PLS) regression is an extension of the
multiple linear regression model. PLS algorithm has been found

widespread use for multivariate analysis (Wu et al., 2009b, 2010,
2011). PLS analysis was performed to establish a regression model
for the prediction of adulterant concentrations (variable matrix Y)
based on the spectra (variable matrix X). PLS would be particularly
suitable when there were more variables than samples and when
there was multicolinearity among the X values.

LS-SVM uses a function called kernel function in order to map
the input data from input space to a high-dimensional feature
space with fewer training data. In this space, the problem becomes
linearly separable. LS-SVM applies least squares error in the train-
ing error function (Suykens et al., 2002). LS-SVM has the capability
for linear and nonlinear multivariate calibration and solves the
multivariate calibration problems in a relatively faster way
(Suykens and Vanderwalle, 1999; Lu et al., 2003). It has been found
widespread use for multivariate analysis (Wu et al., 2008b, 2009c).
In this study, two kernels, namely linear kernel and radial basis
function (RBF) kernel were analyzed to choose the best one. The
linear kernel type is the simplest and most efficient kernel to per-
form similarity calculation. RBF kernel is a nonlinear function and a
more compact supported kernel, and could reduce the computa-
tional complexity of the training procedure while giving good per-
formance under general smoothness assumptions. The optimum 7y
and o2 parameters were selected when they produced the smallest
RMSECV (Wu et al., 2008c). The raisin brands were coded as [1,1],
[1,—1], [-1,1] and [-1,-1] for variety 1, 2, 3 and 4, respectively.

Unscrambler 9.7 (CAMO PROCESS AS, Oslo, Norway) was used
for SIMCA analysis, while Matlab 7.8 was used for the calculation
of other methods. The following Matlab toolboxes were used:
Statistics Toolbox, and LS-SVM toolbox (LS-SVM v 1.5, Suykens,
Leuven, Belgium).

3. Conclusion and discussion
3.1. Unsupervised clustering analysis

After the morphological, color, and texture features were ex-
tracted, PCA was executed based on single features (morphological,
color, texture) and morphological-color-texture features. Cluster
plots of first three PCs of the above feature sets are shown in Fig. 6.

Fig. 6a shows that raisin samples of each variety were not well
separated based on morphological features. It was noticed that
there was a lot of interference between these four varieties.
Fig. 6b shows that color features also could not separate raisin
samples of different varieties well except variety 3. There was
much interference among variety 1, variety 2, and variety 4. When
texture features were considered, samples of variety 4 could be
partly separated, while samples of other three varieties are mixed
(Fig. 6¢). When morphological-color-texture features were all
considered, samples of four varieties can be separated (Fig. 6d).
This was because more information was included in morphologi-
cal-color-texture features, which were helpful for the variety clas-
sification. However, the borders are still not very clear in Fig. 6d.
Multivariate analysis algorithms were then further analyzed based
on the obtained PCs. For each model, different numbers of PCs were
used to establish the model, and the best PC number was deter-
mined according to correct answer rates (CAR).

3.2. Analysis of models established based on single feature set

Single feature sets (morphological, color, or texture) were used
to establish the classification models based on different classifiers
(PLS, LDA, SIMCA, LS-SVM-LIN, LS-SVM-RBF), respectively. The re-
sults are shown in first three rows of Table 3. When morphological
features were considered, the range of CARs was between 62% and
76%. LDA obtained the best CAR and SIMCA gave lowest CAR. When
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Fig. 6. Scatter plot of first three principle components for four varieties of raisin based on four feature sets: (a) morphological, (b) color, (c) texture, and (d) combination of

morphological, color and texture features.

Table 3
Correct answer rates of raisin classification based on different feature sets and
different classifiers.

LS-SVM-LIN (%) LS-SVM-RBF (%) PLS (%) LDA (%) SIMCA (%)

Morphological 67 73 62 76 60
Color 84 87 87 89 80
Texture 87 86 87 90 81
MC 86 90 87 92 82
MT 89 88 90 92 83
CT 90 89 89 94 83
MCT 91 93 92 99 88
MCT_r 93 92 90 98 90

Morphological: the classification based on morphological features; color: the clas-
sification based on color features; texture: the classification based on texture fea-
tures; MC: the classification based on combination of morphological and color
features; MT: the classification based on combination of morphological and texture
features; CT: the classification based on combination of color and texture features;
MCT: the classification based on combination of morphological, color and texture
features; MCT_r: the classification based on combination of morphological, color
and texture features with the same raisin samples after 2 weeks.

color features were considered, the range of CARs was between
80% and 89%. SIMCA still had the lowest CAR and LDA the highest
CAR. When texture features were considered, similar results were
obtained compared to those of color features. The range of CARs
was between 81% and 90%. The best CAR (90%) of models estab-
lished based on single feature set was obtained using texture fea-
tures with LDA. However the CAR of 90% was not enough for the
raisin classification in the industry application.

3.3. Analysis of models established based on the combination of two
feature sets

The combinations of two feature sets (morphological-color,
morphological-texture, and color-texture) were used to establish
the classification models based on five classifiers, respectively.

The results are shown in the forth to sixth rows of Table 3. When
morphological-color features were considered, the range of CARs
was between 82% and 92%. SIMCA obtained the lowest CAR, while
the higher CARs were obtained when LDA (92%) and LS-SVM-RBF
(90%) were used to establish the classification models. When
morphological-texture features were considered, the range of
CARs was between 83% and 92%, similar to that of morphologi-
cal-color features. LDA obtained the best result of the CAR value.
The best CAR (94%) of models established based on the combina-
tion of two feature sets was obtained using color-texture features
with LDA, which is better than that of the models established based
on single feature set (90%).

3.4. Analysis of models established based on the combination of all
feature sets

All feature set (morphological-color-texture) was used to
establish the classification models based on five classifiers, respec-
tively. The results are shown in the seventh row of Table 3. The
range of CARs was between 88% and 99%. SIMCA obtained the low-
est CAR of 88%. The CARs of LS-SVM-RBF, PLS, LS-SVM-LIN were all
above 90%, which was 93%, 92%, and 91%, respectively. The best
CAR of 99% was obtained when LDA was used to establish the clas-
sification model, which was higher than those of the models estab-
lished based on single feature set (90%) or the combination of two
feature sets (94%).

3.5. Discussion

When the models were established based on single feature set,
the average CARs of 67.6%, 85.4%, and 86.2% were obtained based
on morphological, color and texture features, respectively. The
results show that morphological features had less information
related to the varieties of raisin, compared to other two kinds of
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features. When the models were established based on the combina-
tion of two feature sets, the average CARs of 87.4%, 88.4%, and 89.0%
were obtained based on morphological-color, morphological-
texture and color-texture features, respectively, showing that
color-texture features are better than morphological-color and
morphological-texture features. When the models were estab-
lished based on the combination of all feature sets, the average
CAR of 92.6% was obtained, which was higher than those of models
the models established based on single feature set or the combina-
tion of two feature sets. The results show that the feature combina-
tion is helpful to improve the accuracy of raisin classification.

By comparing the results of different classifiers, LDA classifier
gave the best performance with average CAR of 90.3% followed
by LS-SVM-RBF (86.6%), LS-SVM-LIN (84.8%), and PLS (84.8%). The
average CAR of SIMCA classifier was lowest (79.6%). Moreover,
LDA obtained the best classification results for each kind of feature
model. Among the results of all 35 models (7 feature sets x 5 clas-
sifiers), LDA classifier with morphological-color-texture feature
obtained the highest CAR of 99% and was considered as the best
model for the variety classification of raisin.

3.6. Analysis of repeatability

The repeatability test was examined by taking images of the
100 samples from set 2 after the storage of 2 weeks (considered
as set 3), to see if the same results can be obtained with these
two image sets. The prediction of samples from set 3 was operated
based on the model established with all feature set of 200 samples
in set 1. Its results are shown in the eighth rows of Table 3. There
was no much difference between the results of set 2 and set 3
based on different classifiers. The average CAR of set 3 was
92.4%, similar to that of set 2. The results indicated that the raw
data was robust and repeatable.

4. Conclusions

In this study, a fast, non-destructive and low-cost approach was
developed for the classification of raisin kernels using hybrid com-
binations of morphological, color, and texture features. The results
showed that the average CAR of 92.6% of models established based
on the combination of all feature sets was better than those of
models established based on the combination of two feature sets
and models established based on single feature set. The best CAR
of 99% was obtained when LDA was used to establish the classifi-
cation model, which was higher than those of the models estab-
lished based on single feature set (90%) or the combination of
two feature sets (94%). Therefore the combination of morphologi-
cal, color and texture features can provide more information for
the raisin classification. The result of this study was helpful for
the raisin quality sorting/grading process. Further study needs to
optimize the feature extraction algorithm, and more effort should
be put into expanding the variety number and improving the mod-
el’s robustness and strictness.
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