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Abstract

Compression of training sets is a technique for reducingitrg set size without degrading classifi-
cation accuracy. By reducing the size of a training setningi will be more efficient in addition to
saving storage space. In this paper, an incremental diugtligorithm, the Leader algorithm, is used
to reduce the size of a training set by effectively subsamgpthe training set. Experiments on sev-
eral standard data sets using SVM and KNN as classifiersateltbat the proposed method is more
efficient than CONDENSE in reducing the size of training séheaut degrading the classification
accuracy. While the compression ratio for the CONDENSE otk fixed, the proposed method
offers variable compression ratio through the clustersioéd value.
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1. Introduction

The training and/or testing complexity of a classifier ugudkepends on the size of the training
set, e.g. the nearest neighbor (NN) classifier [1]. Neareghbor and its generalized form, the
K-nearest neighbor (KNN) classifier, are among the most lsopwon-parametric classifiers. The
membership of an unknown sample is classified based on traitgajote of the K nearest neigh-
bors. There is no explicit learning from the training set.edntire training set itself defines the
decision boundaries. Itis conceptually simple and shovesl geerformance in many applications,
e.g. it was used in face recognition for visitor identificati[2] and it was shown that it outper-
formed more sophisticated algorithms that use Principah@ments Analysis (PCA) and neural
networks. Unfortunately, when the size of the training sétigh, it requires a lot of memory to
store the entire training set and it also takes longer takdar the nearest neighbors of a given test
pattern to make a single membership classification. Obliptexducing the size of a training set
can improve the space and time efficiency of KNN. There has beesiderable interest in reducing
the training set size by editing, especially in the contéXtN. Different proximity graphs (such as
Delaunay triangulation) may be used for editing NN rulegt]3 Complexities of such approaches
are prohibitively high. For example, the Voronoi diagrans agorst case complexity of

) (1)

[5] wheren is the number of samples ards the number of dimensions. The complexity of the
Gabriel graph approach @(dn?). Besides high complexities, these approaches are propobed
for the nearest neighbor (1-NN) rule, which is not robust oisyndata. KNN £ > 1) is more ro-
bust than NN. Those graph approaches can not be directlyimseiiting KNN. The CONDENSE
algorithm was first described by [6]. This algorithm selextibset of the training examples whose
1-NN decision boundary would still classify correctly afl the initial training examples. Effec-
tively, the CONDENSE algorithm removes interior examplesghie training set, similar to support

© 2011 JPRR. All rights reserved. Permissions to make digitdhard copies of all or part of this work for personal or
classroom use is granted without fee provided that copesiar made or distributed for profit or commercial advantaye a
that copies bear this notice and the full citation on the fiesfe. To copy otherwise, or to republish, requires a feeoasgécial
permission from JPRR.


http://www.jprr.org

JOURNAL OF PATTERN RECOGNITION RESEARCH

vectors. In this paper, it is compared with the proposed ateth

Support vector machines (SVMs) [7, 8] represent a new gédoaréearning system based on
recent advances in statistical learning theory [9]. SVMkvde state-of-the-art performance in
many real-world applications such as hand-written charagticognition, image classification, im-
age restoration [10], etc. SVMs have been established agfotie standard tools for machine
learning and data mining. The LibSVM software package [$13n implementation of SVM and
is used in this study. The training complexity of LibSVM igétiationsx O(n) if most columns of
@ are cached during iterations. is the number of samples in the training set &hés ann x n
positive semidefinite matrixQ;; = v;y; K (x;,%;), and K (x;,x;) = ¢(x:)T ¢(x;) is the kernel.
Reducing the size of the training sewill speed up training of the SVM. In this work, both KNN
and SVM are used as the classifiers for the purpose of congptimntwo training set compression
algorithms.

The purpose of compression is to remove redundancy in artgpset. Sequential leader cluster-
ing [12] is one of classical clustering algorithms. Thisstkring algorithm can be used to remove
redundancy. The discarded samples are redundant sincarthelose to one of the samples in the
clusters, also known as codebook or dictionary in image ecesgon. The process of the clustering
can also be viewed as subsampling since the clustering ipeasathat all the samples in the code-
book are separated at a distance that is above a minimahtidedn this paper, this subsampling
based compression is introduced.

The rest of this paper is organized as follows. In Sectiotn@ GONDENSE algorithm and the
leader clustering algorithm are reviewed. Some synthetaonples are shown to illustrate how they
edit a training set by removing redundant samples and hoi ¢ and SVM decision boundaries
vary as the training set is edited. In Section 3, the experimeesults on several standard machine
learning databases are reported. Some brief conclusieria Section 4.

2. Editing training set

Given a training setQ) = {x;|i = 1,2,3,...,n}, the goal of compression is to find a subRet
R C Q so that the size oR is reduced but the reduction in the training set size shaldegrade
the accuracy of a classifier trained Bn

2.1 CONDENSE
Editing 2 by the CONDENSE algorithm takes the following steps.

1. Atraining samplex; from each class is randomly selected fréhand is put in seR.

2. Each sample if2 is classified using the 1-NN rule witR as the training set, and any mis-
classified sample is inserted ink.

3. Repeat previous stepl has been incremented during the last pass.
4. WhenR is no longer updated, the finRl is then the condensed training setbf

2.2 Sequential Leader Clustering

The only parameter in the Leader clustering is the clustestioldl’. The following steps are taken
in sequential leader clustering:

1. A cluster threshold valu€ is assumed.
2. R, the codebook, is initialized by a randomly selected sarfipta 2.

3. For each sample; in 2, compute the distanag; betweenx; and every samplg; in R.
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4. Compute the minimum af;;, the distance betweeq; and the closest sample R.

5. If the minimum distance is smaller thdh this sample is matched with one of the samples in
the codebook and thus it is not added into the codebook. ®iberif the minimum distance
is larger tharil’, meaning there is no match, the sample is a new cluster agddded into
R.

6. When all samples are processed as in steps 3-5, the tigsfarishes andR. is the final
codebook.

The above clustering algorithm will remove any sample teahatched with one of the samples
in the codebook (i.e. close enough to one of the samples iocdtiebook). Thus, the density of the
samples in the reduced set is effectively smaller than thitteooriginal data set. In this sense, the
clustering algorithm effectively subsamples the dataBet reduction in size depends dnif 7' is
too small, very few samples will be removed; on the other haridrgel’ might remove too many
samples. Fig. 1 shows the compression ratio v.s. the agcwuraenT varies on the Breast-cancel
dataset. It clearly indicates that as more samples are enalre accuracy normally decreases.
Details on the experiment are described in Section 3. Thdughadjustable, in this work] is
estimated by some statistics: first, a subset of sampleamdemly chosen and the distance between
each of those samples and its nearest neighbor is computesh thie mean of those distances is
used agl'. In practise, one can choose a different method to estimateor example, one might
want to compute a curve similar to the one show in Fig. 1 on aetublhen, depending the goals
and constraints such as memory and/or storage size of theutimg environments, a propércan
be used.
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Fig. 1. Compression ratio v.s. accuracy when T varies for the prexgboasethod on the Breast-cancel dataset with KNN
(K=9).

Fig.2 shows two synthetic examples that compare leader @NWIENSE in reducing the size
of the training sets. The two datasets are in the first row. Sdmples from the two classes are
separated from each other in the first dataset. In such c&EPENSE efficiently removes most
of the training samples, the reduced training set is mininféere are only 2 samples left in the
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training set. When there is overlapping of the samples frioenttvo classes, CONDENSE is less
efficient in reducing the number of samples in the training d$énlike CONDENSE, the leader

clustering always reduces the size of the training set tataicedegree without being affected by
how the training data is distributed. This observation hier confirmed by the experiments in
Section 3.

Fig.3 shows another synthetic example. In this example;, oné data set is used. The original
data set before editing is shown in the first row; the secomdisdhe data set edited by the leader
algorithm; the third row is that edited by the CONDENSE aitjon. The left column shows the
decision boundary of the NN classifier while the right colusirows the decision boundary of
the SVM. The decision boundaries of SVM in the synthetic egglenis computed by the program
svmtoy, which is available in the LibSVM package [11]. TheNdt@dys program in LibSVM has
parameters of-¢2 (Gaussian Kernel is used)c100 (the cost in C-SVC). It can be seen that the
decision boundaries training on the data set edited by t#eteclustering (a2 and b2) are very
similar to those on the original full data set (al and bl). Ha tase of the data set edited by
the CONDENSE, though the NN boundary (c1) looks similar #® dhiginal one (al), the SVM
boundary (c2) significantly deviates from the original ob&)(

3. Experiments

Several datasets from the UCI machine learning repositt8y dnd the Stalog repository [14] are
used in the experiments. All of the data sets are binary ifilzsson problems and the detailed
information about the databases is listed in Table 1. Fdr data set, 80% of the data is for training
and 20% of the data is for testing.

Table 1: Description of Data sets.

Collection Name Num of Instance Num of features

Breast-cancer(1) 683 10
Australian(2) 690 14
Diabetes(3) 768 8
German number (4) 1000 24
heart (5) 270 13
lonosphere(6) 351 34

Table2: Comparisons of leader and CONDENSE in reducing the sizeedf#tining sets. Training#: number of samples

in the training set;

Dataset No editing Leader Condense
Training # Ratio | Training # Ratio | Training # Ratio
1 546 1 403 0.2619 253 0.5366
2 552 1 394 0.2862 524 0.0507
3 614 1 451 0.2655 533 0.1319
4 800 1 582 0.2725 679 0.1513
5 216 1 160 0.2593 183 0.1528
6 281 1 212 0.2456 204 0.2740

The training sets are edited by the proposed leader algorithd the CONDENSE algorithm.
Then the edited training sets and the original training aegsused to train both KNNg(= 9) and
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Fig.2: Two synthetic data sets (1,2) examples of editing by leaddr@GONDENSE. The first row (al) and (a2) show
the two data sets (1 and 2). The second row (b1) and (b2) asetbedited by leader. The third row (c1) and (c2) are

the sets edited by CONDENSE.
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(al) (a2)

(b1) (b2)

(c1) (c2)

Fig.3: Another synthetic example. In this example, both the datsmaed classification boundaries of NN and SVM
are shown. First column shows the decision boundary detedrdy NN; second column shows the decision boundary
defined by SVM. First row shows the original training set. @etrow shows the sets edited by leader and the last row
shows the sets edited by CONDENSE.
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the SVM classifiers. The parameters of LibSVM are all the gkefanes. The default kernel is
Gaussian. The accuracies are computed and compared. Talnle2arizes the comparative results
of editing by the leader and the CONDENSE. The ratio in théetagflects the efficiency of the
editing methods in reducing the numbers of samples in thngsets. It is defined as:

) Full Training# — Reduced Training#
ratio = — 2)
Full Training#

The training set sizes are listed in the table. Except fod#taset 1 and 6, the proposed subsampling
based editing removes significantly more samples. Congainia reduction ratio shown in Fig.2,
we suspect that the samples in dataset 1 and 6 are well ssghasahilar to Fig. 2. (a) in the
synthetic example; in all the other datasets, the sampéesvariapped to a large degree. Therefore,
CONDENSE removes a very small percentages of samples umel tonditions.

Table 3 shows the accuracy comparison using the KNN classiiiee accuracies are very similar.
As a matter of fact, the editing might even increase clasgifin accuracies, e.g, in data set 3 where
the classifiers trained on reduced sets achieve higheraear

Table 3: Comparisons of leader and CONDENSE using KNN (K=9) as diass#correct is the number of correctly
classified samples.

Dataset Test# No editing Leader Condense
correct# Accuracy correct# Accuracy] correct# Accuracy

1 137 137 1.0000 137 1.0000 137 1.0000
2 138 116 0.8406 114 0.8261 116 0.8406
3 154 115 0.7468 118 0.7662 118 0.7662
4 200 148 0.7400 151 0.755 149 0.745
5 54 43 0.7963 41 0.7593 42 0.7778
6 70 68 0.9714 69 0.9857 68 0.9714

Table 4 summarizes the comparative results using the SVMeaslassifier. The kernel is Gaus-
sian. The accuracies of SVM trained on the edited sets agesiilar to those of SVM on the
original data set. This implies that the samples discardetddth CONDENSE and the leader
clustering are likely non-contributors to the support vest

Table 4: Comparisons of leader and CONDENSE using SVM (Gaussianefer#correct is the number of correctly
classified samples.

Dataset Test# No editing Leader Condense
correct# Accuracy correct# Accuracy correct# Accuracy

1 137 136 0.9927 136 0.9927 136 0.9927
2 138 120 0.8696 119 0.8623 121 0.8768
3 154 117 0.7597 116 0.7532 116 0.7532
4 200 154 0.7700 158 0.79 154 0.77

5 54 44 0.8148 43 0.7963 43 0.7963
6 70 68 0.9714 69 0.9857 68 0.9714

Table 5 shows comparative classification results using SMsdiers trained on full and reduced
training set (by the Leader algorithm). Different SVM kdmare used in this experiment. From
the results, we can see that sometimes a reduced traininggesetates a slightly better classifier,

62



JOURNAL OF PATTERN RECOGNITION RESEARCH

Table 5: Comparisons of classification accuracy on full and leadasteting reduced training set using different SVM
kernels.

linear cubic gaussian sigmoid
reduced full reduced full reduced full reduced full

0.9854(135) 0.9854(13%.9854(135) 0.9854(135.9927(136) 0.9927(136)L..0000(137) 1.00(137)
0.8623(119) 0.8623(119p.8551(118) 0.8623(119P.8623(119) 0.8696(120).8623(119) 0.8623(119)
0.7532(116) 0.7468(115D.6688(103) 0.6494(100p.7532(116) 0.7597(117P.7922(122) 0.7662(118)
0.7800(156) 0.7750(15%p.7550(151) 0.7350(147P.7900(158) 0.7700(154).7700(154) 0.7750(155)
0.8333(45) 0.8333(45) 0.8148(44) 0.8148(44) 0.7963(43) 0.8145(44) 0.8519(46) 0.8333(45)
0.9714(68) 0.9714(68) 0.3857(27) 0.6429(45) 0.9857(69) 0.9714(68) 0.9571(67) 0.9714(68)

OO0 hAWNER

although sometimes classifiers trained on the full traisigwithout compressing perform better. It
also shows that when different kernels are used, the peafmcenmight differ significantly as shown
in dataset 6 with polynomial as kernel. Generally, the defeernel, Gaussian, is a good choice.
The choice of kernel is beyond the scope of this paper.

4. Conclusion

In this paper, the Leader clustering algorithm is proposedompress the training set. This com-
pression is achieved by a subsampling process. Despitelteosamples in the training set are dis-
tributed (i.e. overlapped or not), the proposed method antively reduce the size of the training

set while maintaining the same level of classification aacies. Comparing with the CONDENSE
algorithm, the proposed subsampling based compressi@rajgnreduces more samples from the
training set while the classification accuracies are coatgar The CONDENSE was designed for
the NN classifier. The proposed subsampling approach islassifier dependent, nor is it data
distribution dependent. Moreover, the compression ratadjustable through the threshold in the

Leader clustering algorithm. Those are the main advantaiglge Leader algorithm in compressing
a training set.
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