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Interference channel capacity region for randomized
fixed-composition codes

Cheng Chang, Raul Etkin and Erik Ordentlich

Abstract

The randomized fixed-composition with optimal decoding error exponents are studied [7], [8] for the
finite alphabet interference channel (IFC) with two transmitter-receiver pairs. In this paper we investigate
the capacity region of the randomized fixed-composition coding scheme. A complete characterization
of the capacity region of the said coding scheme is given. The inner bound is derived by showing the
existence of a positive error exponent within the capacity region. A simple universal decoding rule is
given. The tight outer bound is derived by extending a technique first developed in [6] for single input
output channels to interference channels. It is shown that even with a sophisticated time-sharing scheme
among randomized fixed-composition codes, the capacity region of the randomized fixed-composition
coding is not bigger than the known Han-Kobayashi [15] capacity region. This suggests that the average
behavior of random codes are not sufficient to get new capacity regions.

I. INTRODUCTION

In [15], the capacity region of interference channel is studied for both discrete and Gaussian cases. In
this paper we study the discrete interference chaniélsy - and I/T/Z‘ Xy with two pairs of encoders
and decoders as shown in Figure 1. The two channel inputs’are X" andy™ € )", outputs are
2" € Z" and3" € Z™ respectively, wheret, V), Z and Z are finite sets. We study the basic interference
channel where each encoder only has a private message to the correspondent decoder.
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Fig. 1. A discrete memoryless interference channel of two users

Some recent progress on the capacity region for Gaussian interference channels is reported in [9],
however, the capacity regions for general interference channels are unknown. We focus our investigation
on the capacity region for a specific coding scheme: randomized fixed-composition codes while the
error probability is defined as the average error over all code book with a certain composition (type).
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Fixed-composition coding is a useful coding scheme in the investigation of both upper [10] and lower
bounds of channel coding error exponents [4] for point to point channel and [14], [13] for multiple
access (MAC) channels. Recently in [7] and [8], randomized fixed-composition codes are used to derive
a lower bound on the error exponent for discrete interference channels. A lower bound on the maximum-
likelihood decoding error exponent is derived, this is a new attempt in investigating the error exponents
for interference channels. The unanswered question is the capacity region of such coding schemes.

In this paper, we give a complete characterization of the interference channel capacity region for
randomized fixed-composition codes. To prove the achievability of the capacity region, we prove the
positivity everywhere in the capacity region of a universal decoding error exponent. This error exponent
is derived by the method of types [3], in particular the universal decoding scheme used for multiple-access
channels [14]. A better error exponent can be achieved by using the more complicated universal decoding
rules developed in [13]. But since they both have the same achievable capacity region, we use the simpler
scheme in [14]. To prove the the converse, that the achievable region matches the outer bound, we extend
the technique in [6] for point to point channels to interference channels by using the known capacity
region results for multiple-access channels. The result reveals the intimate relations between interference
channels and multiple-access channels. With the capacity region for fixed-composition code established,
it is evident that this capacity region is a subset of the Han-Kobayashi region [15].

The technical proof of this paper is focused on the average behavior of fixed-composition code books.
However this fundamental setup can be generalized in the following three directions.

« It is obvious that there exists a code book that its decoding error is no bigger than the average
decoding error over all code books. Hence the achievability results in this paper guarantees the
existence of a of deterministic coding scheme with at least the same error exponents and capacity
region. More discussions are in Section II-E.

o The focus of this paper is on the fixed-composition codes with a compositiowhere P is
a distribution on the input alphabet. This code book generation is different from the non-fixed-
composition random coding [12] according to distributiBn It is well known in the literature that
the fixed-composition code gives better error exponent result in low rate regime for point to point
channels [4] and multiple-access channels [14], [13]. It is the same case for interference channels
and hence the capacity region result in this paper applies to the non-fixed-composition random codes.

» Time-sharing is a key element in achieving capacity regions for multi-terminal channels [2]. For
instance, for multiple-access channels, simple time-sharing among operational rate pairs gives the
entire capacity region. We show that the our fixed composition codes can be used to build a time-
sharing capacity region for interference channel. More interestingly, we show that the simple time-
sharing technique that gives the entire capacity region for multiple-access channels is not enough
to get the largest capacity region, a more sophisticated time-sharing scheme is needed. Detailed
discussions are in Section IV.

The outline of the paper is as follows. In Section Il we first formally define randomized fixed-
composition codes and its capacity region and then in Section II-C we present the main result of this
paper: the interference channel capacity region for randomized fixed-composition code in Theorem 1.
The proof is later shown in Section Il with more details in the appendix. Finally in Section IV, we
argue that due to the non-convexity of the randomized fixed-composition coding, a more sophisticated
time-sharing scheme is needed. This shows the necessity of studying the geometry of the code-books for
interference channels.



Il. RANDOMIZED FIXED-COMPOSITION CODE AND ITS CAPACITY REGION

We first review the definition of randomized fixed-composition code that is studied intensively in pre-
vious works. Then the definition of the interference channel capacity region for such codes is introduced.
Then we give the main result of this paper: the complete characterization of the capacity region for
randomized fixed-composition codes.

A. Randomized fixed-composition codes

A randomized fixed-composition code is a uniform distribution on the code books in which every
codeword is from the type set with the fixed composition (type).

First we introduce the notion of type set [2]. A type SEt(P) is a set of all the strings™ € A™
with the same typeP where P is a probability distribution [2]. A sequence of type s&t§8 C &A™
has compositionPx if the types of 7" converges toPy, i.e. lir&% = Px(a) forall a € X

that Px(a) > 0 and N(a|7™) = 0 for all a € X that Px(a) - 0, where N(a|7") is the number of
occurrence ofz in type 7". We ignore the nuisance of the integer effect and assumentRg(a) is

an integer for alla € X andnR, andnR, are also integers. This is indeed a reasonable assumption
since we study long block length and all the information theoretic quantities studied in this paper
are continuous on the code compositions and rates. We simply dendfé (B ) the lengthn type set
which has “asymptotic” typ’y, later in the appendix we abuse the notations by simply writihg Px
instead ofz™ € 7"(Px). Obviously, there aré7™(Px)|*""™ many code books with fixed-composition
Px and rateR,

In this paper, we study the randomized fixed-composition codes, where each code book with all
codewords from the fixed composition being chosen with the same probability. Equivalently, over all
these code books, a code word for messageuniformly i.i.d distributed on the type s€t"(Px). A
formal definition is as follows.

Definition 1: Randomized fixed-composition codes: for a probability distributidp on X', a rate
R, randomized fixed-compositiofx encoder picks a code book with the following probability, for
any fixed-composition?x code bookd” = ("(1),6"(2),...,0(2"%)), where9"(i) € T"(Px), i =
1,2,...,2"% and ¢"(i) and ™(j) may not be different fori # j, the code book, is chosen, i.e.
2™(i) = 60"(3), i=1,2,...,2"" with probability

(etren)

In other words, the choice of the code book is a random variableniformly distributed on the index
set of all the possible code books with fixed-compositide: {1,2,3,...,|7"(Px)[*""™}, while cx is
shared between the encodErand the decoderX andY'.

The key property of the randomized fixed-composition code is that for any message{subset.i;} C
{1,2,...,2"%=} the code words for these messages are identical independently distributed on the type
set of 7"(Px).

For randomized fixed-composition codes, the average error probabjl 'at:y(Rx,Ry,PX,Py) for X
is the expectation of decoding error over all message, code books and channel behaviors.
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Fig. 2. Randomized fixed-composition capacity regi®n(Px, Py) for X, the achievable region is the union of Regi6n
andI1.

wherez"(m,) is the code word of message, in code bookcx, similarly for y™(m,), m,(2") is
the decision made by the decoder knowing the code bogkandcy .
B. Randomized fixed-composition coding capacity for interference channels

Given the definitions of randomized fixed-composition coding and the average error probability in (1)
for such codes, we can formally define the capacity region for such codes.

Definition 2: Capacity region for randomized fixed-composition codes: for a fixed-compositon
and Py, a rate pair(R,, R,) is said to be achievable foX, if for all 6 > 0, there existsN; < oo, s.t.
for all n > Ng,

Pen(x)(Rx,Ry,Px,Py) <d (2)

We denote byR ., (Px, Py) the closure of the union of the all achievable rate pairs. Similarly we denote
by R,(Px, Py) the achievable region far’, and R, (Px, Py) for (X,Y) where both decoding errors
are small. Obviously

Ray(Px, Py) = Ra(Px, Py) [ | Ry(Px, Py). 3)

We only need to focus our investigation &) (Px , Py ), then by the obvious symmetry, boiy, (Px, Py)
and Ry (Px, Py) follow.
C. Capacity region of the fixed-composition co@&,(Px, Py ), for X

The main result of this paper is the complete characterization of the randomized fixed-composition
capacity regioriR,(Px, Py) for X, as illustrated in (3), by symmetr®..,(Px, Py) follows.
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Fig. 3. Atypical randomized fixed-composition capacity region, (Px, Py) = R.(Px, Py )Ry (Px, Py) is the intersection
of the dotted line and the solid lines, this capacity region is not necessarily convex.

Theorem 1:Interference channel capacity regi@n (Px, Py) for randomized fixed-composition codes
with compositionsPx and Py :

Re(Px,Py) = {(Ra;Ry):0< R, <I(X;2),0<R)} |
{(Rs,R):0< R, <I(X; Z|Y),R. + R, < I(X,Y; 2)} (4)

where the random variables in (4)X,Y, Z) ~ Px Py Wy x y. The regionR.(Px, Py) is illustrated in
Figure 2.

The achievable part of the theorem states that: for a rate(BairR,) € R.(Px, Py), the union of
Region/ and I7 in Figure 2, for ally > 0, there existsVs < oo, S.t. for alln > Nj, the average error
probability (1) for the randomized code from compositiddg and Py is smaller tharn for X:

en(x)(Rgg,Ry, PX, Py) <9

for some decoding rule. Regidi is also the multiple-access capacity region for fixed-composition codes
(Px, Py) for channelW | xy .

The converse of the theorem states that for any rate (@it R,) outside of R, (Px, Py), that is
regionlII, IV andIV in Figure 2, there exist§ > 0, such that for alk,

Pl (Ry, Ry, Px, Py) > 6

no matter what decoding rule is used. Note that the definition of the error proba?tgtlg;ijx, Ry, Px, Py)
defined in (1)

The proof of Theorem 1 is in Section llI.
D. Necessities of more sophisticated time-sharing schemes

In the achievability part of Theorem 1, we prove that the average error probabilify ferarbitrarily
small for a randomized fixed-composition code if the rate palf, R,) is inside the capacity region
Rz(Px, Py). For interference channels, it is obvious that the rate region for Kot#mdY is:

Rey(Px, Py) = Re(Px, Py) N Ry(Px, Py), 5)
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whereR,(Px, Py) is defined in the same manner Bs (Px, Py) but the channel iWZ|XY instead
of Wy xy as shown in Figure 1. A typical capacity regi®., (Px, Py) is shown in Figure 3. It is not
necessarily convex.

However, by a simple time-sharing between different rate pairs for the same composition, we can
convexify the capacity region. Then the convex hull of the union of all such capacity regions of different
compositions gives a bigger convex achievable capacity region. This capacity region of the interference
channel is

CONVEX | |J Ruy(Px,Py)
Px,Py

It is tempting to claim that the above convex capacity region is the largest one can get by time-
sharing the “basic” fixed-composition codes as multiple-access channels shown in [2]. However, as will
be discussed later in Section IV, it is not the case. A more sophisticated time-sharing gives a bigger
capacity region.

This is an important difference between interference channel coding and multiple-access channel coding
because the fixed-composition capacity region is convex for the latter and hence the simple time-sharing
gives the biggest capacity region [2]. Time-sharing capacity is detailed in Section IV.

E. Existence of a good code for an interference channel

In this paper we focus our study on the average (over all messages) error probability over all code
books with the same composition. For a rate gdi,, R,), if the average error probability foX is
smaller thand, then obviously there exists a code book such that the error probability is smaller than
0 for X. This should be clear from the definition of error probabilﬁgf(m) (Rz, Ry, Px, Py) in (1). In
the following example, we illustrate that this is also the case for decoding error forXb@hdY. We
claim without proof that this is also true for “uniform” time-sharing coding schemes later discussed in
Section IV. The existence of a code book that achieves the error exponents in the achievability part of
the proof of Theorem 1 can also be shown. The proof is similar to that in [12] and Exercise 30 (b) on
page 198 [5].

Similar to the error probability forX defined in (1), we define the average joint error probability for
X andY as

i 1 9n Ry 1 gnRy
Pe(xy)(va Ry, Px,Py) = (WPX)O (W) Z Z QnR Z 2nR1, Z (6)

Cx Cy

{ZWZ\XY(ZR|$n(mx)=yn(my)) (Mg (2") # my)

zn

D Wy (271 (1), " () 17y (27) # 1)}

For a rate pai(R,, R,) € Rayy(Px, Py) = Ry(Px, Py) [ Ry(Px, Py). We know that for alld > 0,
there existsVs < oo, s.t. for alln > Ny, the average error probability is smaller thafor user X and
userY'

( )(Rz,Ry,PX,Py <éandP} \(R., Ry, Px,Py) <d. Itis easy to see that the average joint error
probability for userX andY can (be bounded by:

P4y (Rey Ry, Px, Py) = Pl (Ru, Ry, Px, Py) + Pl (Rs, Ry, Px, Py)
s 2 (7)



From (6), we know thaﬂ?gzwy) (Rs, Ry, Px, Py) is the average error probability el (Px, Py )-fixed-
composition codes. Together with (7), we know that there exists at tesstode book such that the
error probability is no bigger tha®é.

Note, the converse of the randomized coding does not guarantee that there is not a single good fixed-
composition code book. The converse claims that, the average (over all code books with the composition)
decoding error probability does not converge to zero if the rate pair is outside the capacity region in
Theorem 1.

Ill. PROOF OFTHEOREM 1

There are two parts of the theorem, achievability and converse. The achievability part is proved by
applying the classical method of types in point to point channel coding and MAC channel coding for
randomized fixed-composition code. The converse is proved by extending the technique first developed
in [6] for point to point channels to interference channels.

A. Achievability

We show that in the interior of the capacity region, i.e. the union of Regiamd /I in Figure 2,
a positive error exponent is achieved by applying the randomized fixed-composition coding defined in
Definition 1. In Sections IlI-A.1 and 1ll-A.2, we describe the universal decoding rules for Rédiamd
I respectively. We then present the error exponent results in Lemma 1 in Section IlI-A.3 and Lemma 2
in Section IlI-A.4 that covers Regiohl and I respectively. Then in Lemma 3 in Section 1lI-A.5, we
show that these error exponents are positive in the interior of the capacity Rgidfx, Py) and hence
conclude the proof of the achievability part in Theorem 1.

1) Decoding rule in Regiod/: In Region/I, we show that decodeX can decode both message
andm,, with small error probabilities. This is essentially a multiple-access channel coding problem. We
use the technique developed in [5] to derive the positive error exponents that parallel to those in [14].
The decoder is a simple maximum mutual informatiolecoder [5]. This decoding rule is universal in
the sense that the decoder does not need to know the multiple access dianpgl We describe the
decoding rule here, the estimate of the joint message is the message pair such that the input to the channel
Wy xy and the output of the channel have the maximal empirical mutual information. i.e.:

(Mg (2"), my(2")) = arg max I(z" 2" (i), y"(4)) (8)
i€{1,2,...,2n =} je{1,2,...,.2" Ry }

wherez" is the channel output and' (i) andy™(j) are the channel inputs for messaged; respectively.
I(z™; 2™, y™) is the empirical mutual information betweefi and (z",y"), the point to point maximal
mutual mutual information decoding is studied in [5].

If there is a tie, the decoder can choose an arbitrary winner or simply declare error. In Lemma 1,
we show that by using the randomized fixed-composition encoding and the maximal mutual information
decoding, a non-negative error exponent is achieved in Region

1A more sophisticated decoding rule based on minimum conditional entropy decoding for multiple-access channel is developed
in [13], it is shown that this decoding rule achieves a bigger error exponent in low rate regime. The goal of this paper is, however,
not to derive the tightest lower bound on the error exponent. We only need a coding scheme to achieve positive error exponent
in the capacity region in Theorem 1. Hence we use the simpler decoding rule here.



2) Decoding rule in Regiod: In RegionI, decoderX only estimatesn, by treating the input of
encoderY as a source of random noises. This is essentially a point to point channel coding problem.
The channel itself has memory since the input of encatiés not memoryless. Similar to the multiple
access channel coding problem studied in Redidnhwe use a maximal mutual information decoding
rule:

mg(2") = argmax I(z";2"(i)) 9)
i€{1,2,...,2n Rz}
In Lemma 2, we show that by using the randomized fixed-composition encoding and the maximal mutual
information decoding, a non-negative error exponent is achieved in Région

3) Lower bound on the error exponent in Regibh

Lemma 1:(RegionII) Multiple-access channel error exponents (joint error probability). For the ran-
domized coding scheme described in Definition 1, and the decoding rule described in (8), the decoding
error probability averaged over all messages, code books and channel behaviors is upper bounded by an
exponential term:

Pr((myg, my) # (M, my))

1 2nfte 1 onRy
N (T(PX>\> <\T<Py>> (10)
1 1
2.2 g 2y 2 2 Wapey (211" (ma), g (my))L (i (7). 7y (7)) # (i, m))
< 9 n(E—en) wn

en CONverges to zero as goes to infinity, and? = min{ £y, £y, By, }, Where

D(QzxylW|Qxv) + D(Qxv|Px x Py) + |I(X,Y;Z) — Ry — Ry[*
. D(QzxylW|Qxv) + D(Qxvy | Px x Py) + [Io(X; Z|Y) — R.[*
Bye = o omin . D@Qzxy[WIQxy)+ D@xvlIPx x Pr) +Io(Y; Z|X) — Ry[*

where|t|" = max{0,¢} and the random variablgs\,Y, Z) ~ Qxyz in Io(X; Z|Y),1o(Y; Z|X) and
Io(X,Y; 2).

Remark 1:itis easy to verify th@(QZ‘XyHW|QXy) +D(QXYHPX X Py) = D(QXYZHPX X Py X
W), so the expressions for the error exponents can be further simplified. We use the expressions similar
to those in [14] because they are more intuitive.

Remark 2: The proof parallels that in [14] which is in turn an extension to the point to point channel
coding problem studied in [5]. The method of types is the main tool for the proofs. The difference is
that we need to show the lower bound to the average error probability instead of showing the existence
of a good code book in [14]. Without giving details, we follow Gallager’s proof in [12] and claim the
existence of a good code with the same error exponent as that in [14] as a simple corollary of Lemma 1.

min
QXYZZQX:PX,QY:PY

Proof: First we have an obvious upper bound on the error probability

Pr((mg, my) # (Mg, My))
= Pr(my # Mg, my # my) + Pr(mg # Mg, my = my) + Pr(mg = my, my # my)
< Pr(mg # My, my # my) + Pr(mg # ma|my = my) + Pr(my # my|m, = my))  (12)

8



The inequality (12) follows the equality’(A, B) = P(A|B)P(B) < P(A|B). Now we upper bound
each individual error probability in (12) respectively by exponentiala.ofVe only need to show that

Pr(my # Mg, my # i) < 27" Frvmen), (13)
Pr(mg # my|lmy = my) < 2_”(Ew|y—€n)7 (14)
and  Pr(my # my|ms = m,) < 27" Ena=en), (15)

We prove (13) and (14), (15) follows (14) by symmetry. The proofs are in Appendix A, where a standard
method of type argument is used. O

4) Lower bound on the error exponent in Regifin

Lemma 2:(Region I) point to point channel coding error exponent (decodikigonly). For the
randomized coding scheme described in Definition 1, and the decoding rule described in (9), the decoding
error probability averaged over all messages, code books and channel behaviors is upper bounded by an
exponential term:

. 1 2t 1 2y
e #70) = () (o)
SN o S e S0 Wy (27 )y )1 (e () # )

S 2_n(Em_€n)_ (16)
€, converges to zero as goes to infinity, and
E, = min D w + D Px x Py)+ |Io(X;Z) — R,|"
Ovpo i o DQzxylIWIQxy) + D(@xy |[Px x Py) + [g(X; Z) — R
Proof: We give a unified proof for (13), (14) and (16) in Appendix A. O

With Lemma 1 and Lemma 2, we know that some non-negative error exponents can be achieved for the
randomized(Px, Py) fixed-composition code if the rate pdiR,, R,) € R.(Px, Py). This is because
both Kullback-Leibler divergence and |* are always non-negative. Now we only need to show the
positiveness of those error exponents when the rate pair is in the interfog @y, Py).

5) Positiveness of the error exponents:
Lemma 3:For rate pair§ R;, R,) in the interior of R, (Px, Py) defined in Theorem 1:

max{min{Ewy,Em|y,Ey‘x},Ez} > 0.

More specifically, we show two things. First, B, < I(X, Z), where(X,Z) ~ Px x Py x Wy xy,
then £, > 0. This covers Regiod. Secondly, ifR, < I(X,Z|Y), R, < I(Y,Z|X) and R, + R, <
I(X,Y; Z), where(X,Y, Z) ~ Px x Py x Wy xy, thenmin{E,,, E,,, E,,} > 0, this covers Region
II.

Proof: First, suppose that for some, < I(X, Z), E, < 0. Since both Kullback-Leibler divergence
and|-|™ are non-negative functions, we must hag = 0 and hence there exists a distributiQxy 7,
s.t. Qx = Px, Qy = Py and all the individual non-negative functions are zero:

D(QXYHPX X Py) = 0
D(QzixyIW|Qxy) = 0
Io(X;Z) = R[* = 0

9



The first equation tells us th&xy = Px x Py. Then the second equation beconi&&) ;| xy |W|Px x
Py) = 0, this means that)zxy x Px x Py = W x Px x Py, s0 Io(X;Z) = I(X;Z) where
the random variable$X,Y, Z) ~ Px x Py x Wy xy in I(X;Z). Now the third equation becomes
|I(X;Z) — R,|™ = 0 which is equivalent tol (X;Z) < R,, this is a contradiction to the fact that
R, <I(X,Z).

Secondly, suppose that for some rate pdw,,R,) in RegionI/, i.e. R, < I(X,Z|Y), R, <
I(Y,Z|X) and R, + R, < I(X,Y;Z) andmin{ Eyy, Eyy, By, } < 0, thenmin{E,, = 0 or £, =0
or £y} = 0. Following exactly the same argument as that in the first part of the proof of Lemma 3, we
can get contradictions with the fact that the rate p&g, R, ) is in the interior of Region//. O

From the above three lemmas, we conclude that the error probability for decoding méssagpper
bounded by2~"£=¢) for all (R,, R,) € R.(Px, Py), whereE > 0 and lim ¢, = 0. Hence the error

probability converges to zero exponentially fast for largeThis concludes the achievability part of the
proof for Theorem 1.

B. Converse

We show that the average decoding error of Decadedoes not converge to zero with increasimg
if the rate pair(R,, R,) is outside the capacity regioR,(Px, Py) shown in Figure 2. There are three
parts of the proof for Region¥, IV and I respectively.

1) RegionV: First, we show that in Regiolf the average error probability does not converge to zero
as block length goes to infinity. This is proved by using a modified version of the reliability function for
rate higher than the channel capacity [6].

Lemma 4:RegionV, the average error probability foX does not converge t0 with block lengthn
if R, > I(X;Z|Y), where(X,Y, Z) ~ Px x Py x Wz xy.

Proof: It is enough to show the case where there is only one messagé émd encodel” sends
a code wordy™ with compositionPy. The code book for encode¥ is still uniformly generated among
all the fixed-composition?y code books. In the rest of the proof, we investigate the typical behavior of
the codewords:™ and modify the Lemma 3 and Lemma 5 from [6] to show that

1
Pr(iing # ma) = Plly(Ras Byy P, Py) > (17)

for largen. The details of the proof are in Appendix B. O

2) RegionIV: The more complicated case is in Regid®w. We show that the decoding error
probability for userX does not converge to zero with block length The proof is by contradiction.
The idea is to construct a decoder that decodes both messaged messager, correctly with high
probability, if the decoding error fom, converges to zero. Then again by using a modified proof used
in proving the reliability function for rate higher than channel capacity in [6], we get a contradiction.

Lemma 5:RegionlV, the average error probability fof does not converge to with block lengthn
if Ry <I(X;Z|Y), Ry <I(Y;Z|X)andR,+R, > I(X,Y;Z) where(X,Y, Z) ~ Px x Py x Wy xy.

Proof: Suppose that

Pr(my # ma) = Pl (Re, Ry, Px, Py) < 0y (18)
whered,, goes to zero witm. Let decoderX decodem, by the same decoding rule devised in (8):
my(z") = argmax I(z";2" (M. (2")),y"(4))- (19)

j€{1727"~72nRy}
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The decoding error for either message at decddeas now:

Pr((mg, my) # (Mg, my)) = Pr(mg # my) + Pr(m, = mg, my # my)
< Pr(mg # mg) + Pr(my # my|m, = my) (20)

Givenm, = m,, (19) becomes

my(2") = argmax I(z";2"(ma),y"(j))- (21)
je{1,2,....2" v}

So the second term in the RHS of 2®)y(m, # m,|m, = m,), can be upper bounded as shown
in (14). Substitute the upper bounds (14) and (18) into (20), we have:

Pr((mﬂfv my) 75 (mx7 my)) S 571 + 2—TL(E7/\T,—€7,,) (22)
This upper bound (22) convergesamsn goes to infinity. However in Appendix B, we show that
~ o~ 1
Pgwy)(Rz,Ry,PX,Py) = Pr((mg, my) # (Mg, my)) > B (23)
This is contradicted to (22). d

3) RegionIII: This is a corollary of Lemma 5. This is intuitively obvious since for each rate pair
(Rz, Ry) in Region/ 11, we can find a rate paiRi,, It;) in RegionIV" such thati?, > R, . We construct
a contradiction as follows. For @,, R,) decoder, we can construct a new decoder(f®f, ;) where
R, < Ry, by revealing a random selection of(&,, ?,) code book that is the superset of the,, i)
code book to thé R, R,) decoder and accept the estimate of ti#, R,) decoder as the estimate for
the (R, R) decoder. If the average error probability is small for {i#&;, R,) code books, the average
error probability is small for this particuldi?,, R;) decoder as well, this is a contradiction to Lemma 5.
Hence the decoding error for encod&rdoes not converge to with n if the rate pair(R,, R,) is in
RegioniI]1. d

This concludes the converse part of the proof for Theorem 1.

IV. DISCUSSIONS ONTIME-SHARING

The main result of this paper is the randomized fixed-composition coding capacity regid&ntifiat is
R.(Px, Py) shown in Figure 2. So obviously, the interference channel capacity region, where decoding
errors for bothX andY” are small, is the intersection &, (Px, Py ) andR,(Px, Py ) whereR,(Px, Py)
is defined in the similar way but with channﬁ{zlxy instead ofiV, xy. The intersected region defined
in (5), R.y(Px, Py), is in general non-convex as shown in Figure 3. Similar to multiple-access channels
capacity region, studied in Chapter 15.3 [2], we use this capacity reRiQuPx, Py) as the building
blocks to generate larger capacity regions.

A. A digression to MAC channel capacity region

Before giving the time-sharing results for interference channels and show why the simple time-sharing
idea works for MAC channels but not for interference channels, we first lodk &Py, Py) in Figure 2.
Region I is obviously the multiple access channél; yy region achieved by input composition
(Px, Py) at the two encoders, denoted B/:*“(Px x Py). In [2], the full description of the MAC
channel capacity region is given in two different manners:

CONVEX | |J Rp“(Px x Py) | = CLOSURE U  RE“(Pxp x Priy x Pu)
Px,Py Py,Px\u,Pyiu
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where R7(Pxy X Pyjy x Py) = {(Re, Ry) : Re < I(X;Z|Y,U), Ry, < I(Y; Z|X,U), Ry + Ry <
I(X,Y;Z|U)} andU is the time-sharing auxiliary random variable gibg = 4.

The LHS of (24) is the convex hull of all the fixed-composition MAC channel capacity regions. The
RHS of (24) is the closure (without convexification) of all the time-sharing MAC capacity regions.The
equivalence in (24) is non-trivial, it is not a consequence of the tightness of the achievable region. It
hinges on the convexity of the “basic” capacity regi@ig *“(Px, Py ). As will be shown in Section IV-C,
this is not the case for interference channels, i.e. (24) does not hold anymore.

B. Simple time-sharing capacity region and error exponent

The simple idea of time-sharing is well studied for multi-user channel coding, broadcast channel coding.
Whenever there are two operational poifiig], R, ), (R2, R>), while there exist two coding schemes to
achieve small error probability at each operatlonal point, one can\usamount of channel uses at
(R, R;) with coding schemd and (1 — A\)n amount of channel uses &R, R2) with coding scheme
2. The rate of this coding scheme (s8R, + (1 — o) R3,aR,, + (1 — a)R2) and "the error probability is
still smalP (no bigger than the sum of two small error probabllltles) ThIS idea is easily generalized to
more than2 operational points.

This simple time sharing idea works perfectly for MAC channel coding as shown in (24). The whole
capacity region can be described as time sharing among fixed-composition codes where the fixed-
composition codes are building blocks. If we extend this idea to interference channel, we have the
following simple time sharing region as discussed in Section II-D:

CONVEX | |J Rauy(Px.Py)| =CONVEX | | Ra(Px,Py)[|Ry(Px.Pr)|. (24)
Px,Py Px,Py

We shall soon see in the next section that this result can be improved.

C. Beyond simple time-sharing: “Uniform” time-sharing

In this section we give a time-sharing coding scheme that was first developed by Gallager [11] and later
further studied for universal decoding by Pokorny and Wallmeier [14] to get better error exponents for
MAC channels. This type of “uniform” time-sharing schemes not only achieves better error exponents,
more importantly, we show that this achievéigger capacity region than the simple time-sharing
scheme does for interference channels! Unlike the multiple-access channels where the simple time-sharing
achieves the whole capacity region, this is unique to the interference channels, due to the fact that the
capacity region is the convex hull of the intersections of pairs of non-convex regions (convex or not is
not the issue here, the real difference is the intersection operation).

The organization of this section parallel to that for the fixed-composition. We first introduce the
“uniform” time-sharing coding scheme, then give the achievable error exponents and lastly drive the
achievable rate region for such coding schemes. The proofs are omitted since they are similar to those
for the randomized fixed-composition codes.

Definition 3: “Uniform” time-sharing codes: for a probability distributiof;; on U, wheretd =
{u1,ua,...,ux } with Zz 1 Pu(ui) =1, and a pair of conditional independent distributiadg;;;, Py |y
We define the two codeword sétas

nPU ul n( Py (u1)+ Py (usz n
Xe(n) = {a" "€ Pt it " € Pjuys e @1 py ar)) € P}

>The error exponent is, however, at most half of the individual error exponent.
3Again, we ignore the nuisance of the non-integers here.
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1(Y; Z|X,U)

1(Y; Z|U)

Ra:

I1(X; Z|U) I(X; Z|Y,U)

Fig. 4. “Uniform” time-sharing capacity regioR.(FPuv Px v Py, ) for X, the achievable region is the union of Regidn
and II. This region is very similar to that for fixed-composition coding shown in Figure 2, only difference is now there is an
auxiliary time-sharing random variablé.

i.e. thei'th chunk of the codeword™ with lengthn Py (u;) has compositionPx|,,, and similarly

nPU ul n(Py (u1)+Pu (us2 n
Yon) = {y" 1™ € Py 5 € Py s 0 py ) € P -

A “uniform” time-sharing code(Rm,Ry,PUPXgwa ) encoder picks a code book with the following
probability: for any message:, € {1,2,. =}, the code worde™(m,) is uniformly distributed in
X¢(n), similarly for encoder Y.

After the code book is randomly generated and revealed to the decoder, the decoder uses a maximum
mutual information decoding rule. Similar to the fixed-composition coding, the decoder needs to either
decode both messag€ andY jointly or simply treatsY as noise and decod& only, depending on
where the rate pairs are in Regidror 11, as shown in Figure 4. The error probability we investigate is
again the average error probability over all messages and code books.

Theorem 2:Interference channel capacity regi®.(Py Px |y Py ) for “uniform” time-sharing codes
with composition Py Py 7 Py |y
Re(PuPxiwPriy) = {(ReRy):0< R, <I(X;Z|U),0<R,} |J
{(Ra, Ry) : 0 < Ry < I(X; Z|Y,U), Ry + Ry <I(X,Y; Z|U)}  (25)
where the random variables in (28)/, X, Y, Z) ~ Py Px |y PyjuWz x,y- And the interference capacity
region for Py Py y Py v is
Ry (PuPx v Pyv) = Re(PuPx v Pyv) mRy(PUPX\UPYlU) (26)

The rate region defined in (25) itself does not give any néveapacity regions forX, since both
RegionI and IT in Figure 4 can be achieved by simple time-sharing of Rediand I1 repectively
in (4). But for the interference channel capacity, we argue in the next section that this coding scheme
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gives a strictly bigger capacity region than that given by the simple time-sharing of fixed-composition
codes in (24).

The proof of Theorem 2 is similar to that of Theorem 1. We omit the details here. We only point
out that the achievability part is proved by deriving a positive error exponent for rate pair in the interior
of the capacity region defined in Theorem 2. As shown in [14] and also detailed in this paper for the
randomized coding, the error exponents in Regidrof in Figure 4 is:

E = min{Eyy, By, £y}, where

ly

min
Qxvyziv:Qxv=Px\v,Qviv=Pyu
D(Qzxy|W|Qxvv) + D(Qxy vl Pxjv x PriwlU) + |1o(X,Y;Z) — Ry — Ry|™

Eyy = min
Qxvziv:Qxv=Px\u,Qviv=Pyuv

D(QzxyIW|Qxyv) + D(QxyullPxju X Pyiy|U) + [Ig(X; Z|Y,U) — Ry |*

= min
QXYZ\U:QX\U:PX\UyQY\U:PY\U

D(Qzxy IW|Qxvv) + D(QxyullPxjv x Pyiu|U) + Ig(Y; Z|X,U) — R,|*
This is the error exponents in Lemma 1 with a conditional auxiliary random variable
The error exponent in Regiohis

E, = min
Qxvyziv:Qxjv=Pxv,Qviv=Pyu

D(QzxyW|Qxyv) + D(Qxyu|Pxjv x PyiwlU) + |1o(X; Z|U) — Ry |*
D. Why the “uniform” time sharing is needed?

It is obvious that the “uniform” time-sharing fixed-composition coding gives a bigger error exponent
than the simple time-sharing coding does. More interestingly, we argue that it gives a bigger interference
channel capacity region. First we write down the interference channel capacity region generated from the
basic “uniform” time-sharing fixed-composition codes:

CONVEX U  Ra(PoPxuPyp) |- (27)
Px v Py v Py

whereR ., (Py Pxy Py ) is defined in (26) andONV EX (A) is the convex hull (simple time sharing)
of set A.

U is a time-sharing auxiliary random variable. Unlike the MAC coding problem, where simple time-
sharing of fixed-composition codes achieve the full capacity region, it is not guaranteed for interference
channels. The reason is the intersection operator in the basic building blocks in (5) and (26) respectively,
i.e. the interference nature of the probfem

Obviously the rate region by simple time sharing of fixed composition code in (24) is a subset of
simple time sharing of the “uniform” time sharing capacity region (27). In the following example, we
illustrate why (27) is bigger than (24).

“To understand why intersection is the difference but not the non-convexity, we consider four convex, sets; B:, Bs.
We show thatCONV EX (A () B1,A2()Bz2) can be strictly smaller tha@ONV EX (A1, A2)(\CONV EX(B1, B2).
Let Ay, = By C By = A, then CONVEX(Ai(B1,42(\B2) = A: is strictly smaller than
CONVEX(A1,A2)YCONV EX(B1, B2) = As. This shows why uniform time-sharing gives bigger capacity region.
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Rx

Fig. 5. Simple timesharing of fixed-composition capacity3C' DO VS time-sharing fixed composition capacity(0.5) ( the
black pentagon)

Example: Suppose we have a symmetric interference channelRi,€Px, Py) = RZ(Py,PX) for
all Px, Py where” is the transpose operation. The comparison of simple timesharing capacity region and
the more sophisticated time-sharing fixed-composition capacity region are illustrated by a toy example
in Figure 5.

For a distribution(Px, Py ), the achievable region for the fixed-composition code is illustrated in
Figure 5,R.(Px,Py) and R,(Px, Py) respectively, these are bounded by the red dotted lines and
red dash-dotted lines respectively, so the interference capacity réipiPx, Py) is bounded by the
pentagonABEFO. By symmetry,R.(Py, Px) andR,(Px, Py) are bounded by the blue dotted lines
and blue dash-dotted lines respectively, the capacity re§ipn( Py, Px) is bounded by the pentagon
HGCDO. So the convex hull of these two regionsABC DO.

Now consider the following timesharing fixed-composition codig,;; Py Py wheretd = {0, 1},

Py(0) = Py(1) = 0.5 and Px|g = Py;1 = Px, Pxj1 = Pyjo = Py. The interference capacity region
is obviously bounded by the black pentagon in Figure 5. This toy example shows why (27) is bigger
than (24).

V. FUTURE DIRECTIONS

The most interesting question about interference channel is the geometry of the two code books.
For point to point channel coding, the code words in the optimal code book is uniformly distributed
on a sphere of the optimal compositions and the optimal composition achieves the capacity. For MAC
channels, a simple time-sharing among different fixed-composition codes is sufficient and necessary
to achieve the whole capacity region, meanwhile for each fixed-composition codes, the codewords are
uniformly distributed. However as illustrated in Section IV, a more interesting “uniform” time sharing
is needed. So what is time sharing? Both simple time sharing and “uniform” time sharing change the
shape of the code books, however, in different ways. Simple time sharing “glue” segments of code words
together due to the independence of the coding in different segments of the channel uses, meanwhile for
“uniform” time sharing, code words still have equal distances between one another. Better understanding
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of the shape of code books may help us understand the interference channels. Also in this paper, we give
our first attempt at giving an outer bound of the interference channel capacity region. We only manage
to give a tight outer bound to the time-sharing fixed-composition code. An important future direction is
to categorize the coding schemes for interference channels and more outer bound result may follow. This
is in contrast to the traditional outer bound derivations [1] where genie is used.
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APPENDIX
A. Proof of (13), (14) and (16)

We give a unified proof in lower bounding the error probability for randomized fixed-composition
coding, where the error probabilities in (13), (14) and (16) are taken over all messages, code books and
channel behaviors. We examine the object function to be minimized in (13), (14) and (16).

First, thecommorpart of the three error exponents,, E,, andE,: D(Qz xy [|W|Qxy)+D(Qxy || Px x
Py). D(Qxy||Px x Py) is the logarithm of the inverse of the probability that typgy is the empirical
distribution of the code paix™(1),y™(1) individually generated from fixed-compositiod% and Py .
D(Qzxy||W|Qxy) is logarithm of the inverse of the conditional probability that the input to the channel
W is Qxy, while the empirical type of the input/output @@xy 7 = Qxy X Q7 xy-

Secondly for the individual part of the error exponents in (13), (14) and (I§)X,Y; Z)— R, — R, |,
|Io(X; Z]Y) — R,|t and|Io(X; Z) — R,|" respectively, each one is the logarithm of the inverse of an
upper bound on the probability that there exists another message (pair) with higher mutual information
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with the channel output, while the channel inputs/ouput has type . This is derived by a union
bound argument. We now give the details of the proofs.

1) Proof of (13): Because of the symmetry of the code book selection, we can fix the message pair
(mg,my) = (1,1) and write the error probability (13) in the following way:

Pr(mg # My, my # my)

- <|T(1PX)>2 (!T<1P>|>2 22 (28)

Cx Cy

- ZM DD Wy (2" (), 4™ () L (i (27) # s iy (27) # my)

n
my 2

-~ (i) (i)

SN S Wy (Pl (1), g (D)1 (e () # Ly (27) # 1)

cx cy z"

= > {Pr((@"(1),5"(1) € Qxy) > Pr(z"|(z"(1),5"(1) € Qzxv)

Qxy:Qx=Px,Qv=Py Qzixy
Pr(mg(2") # 1,my (") # 1)} (29)
< > {Pr((@"(1),5"(1) € Qxy) Y Pr(z"|(z"(1),y"(1)) € Qzxv)
Qxv:Qx=Px,Qv=Py Qz\xvy
onRa gnity
min{l, Y > Pr(I(z"2"(1),y" (1)) < I(z"2" (), y" ()| (@"(1),5"(1),2") € Qxvz))}}
i=2 j=2
< Tl max L Pr((1),5"(1) € Quy) P (1,5 (D) € Qxy)  (30)
Qn Bz gniy
min{1, Y~ > Pr(I(z"2"(1),y" (1) < I(z"2" (), 5" () |(z"(1),9"(1),2") € Qxvz))}
i=2 j=2

(28) and (29) are two different interpretations of the same error probability. In (28), we first randomly

pick a fixed-composition code book paix andcy, then sum over the all probabilities that the output

of the channel causes a decoding error for the chosen code book pair. (29) is an equivalent interpretation

of the above error probability because the codewords for each message is independently generated. We

interpret (29) as follows, we first randomly pick a codeword pair for mes$dgeX and message in

Y, then the codeword pair is transmitted to through the channel. Then we randomly generate the rest of

the code book and investigate the probability that other message pairs maximize the mutual information

with the channel output. We upper bound the four terms in (30) individually in (31), (32), (33) and (34).
First, the number of type sets of length

Ty 7| < (n+ 1)\XXJJXZ\ _ on(E X Yx Z]) _ gnan 31)

Secondly, for 1an)c;)xy, s.t. Qx = Px andQy = Py, from the method of types [2] and [3], we know
that 2 () =272V < |y | < 278 (Pv) | similar bounds applies tPx|. And for a fixed X -sequence,

#"(1) € Px = Qx, we have2"(H(@vx) =55V < fym e Y+ (27(1),y") € Qxy}| < 20H(@ix),
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2"(1) andy"(1) are independently distributed in type g&¢ and Py. Hence,

Pr ((56”(1),?;”(1)) c QXY) _ |{y” eyn. (xr}()i)”y”) S QXYH < 2n(H(QY‘X)—H(QY)+%|X|)

Notice thatH(Qy|X)—H(Qy) = —D(QXyHQX XQy) = —D(QxyHPX XPy) and Ietbn = lof’;n’/l",
we have:

Pr ((xn(l)’yn(l)) € QXY) S 2_n(D(QXYHPX><PY)_bn) (32)
Thirdly, For (z"(1),y"(1)) € Qxy, for any empirical channel behavi6} 7 xy:
Pr(z"[(z"(1),y"(1) € Qzixy) = [{z": (2"(1),y"(1),2") € Qxvz}Wzxy(Qzxy)
< nH(Qzxv) y on(=D(Qzixv [WIQxy)~H(Qzixv))
— 9 D@z xv[[W[Qxy) (33)

Finally, for (2™(1),4™(1), 2™) € Qxyz, We investigate the probability that there exigtsj), i # 1,j #
1, s.t. the mutual information betweén™ (i), y"(j)) andz" is at least as much as the mutual information
between(z"(1),y"(1)) and z". For all i # 1, the codeword:™ () is uniformly distributed on the fixed-
composition setPx, same forY. Given (z"(1),y"(1),2") € Qxyz, we havel(z";2"(1),y"(1)) =
Io(Z; X,Y), so:

Q"Rl' QnRy

min{1, » > Pr(Z(z";2"(1),y" (1) < I(z":2"(0), 5" (7)I(2"(1),9"(1).2") € Qxvz)}
=2 j=2

< min{1,2”ZRw+Rv> >

Vxyz:Vx=Qx ,Vy =Qv,Vz=Qz,1q(Z;X,Y)<Iv(Z;X)Y)
Pr(((z"(i),y"(5),2") € Vxyz[z" € Qz)}
= min{1, 2" +1) Z
Viey 2:Vx=Qx Vv =Qy Va=Qz,1o(Z:X,Y)<Iv (Z:X,Y)
|{($n’yn) € Px X Py : ($”,y”,z”) S nyz}|
[{azm - 2™ € Px}H|{y" : y" € Pr}
< min{1, 2" +1) 3
Vxyz:Vx=Qx,Vy=Qv ,Vz=Qz,Io(Z;X,Y)<Iv(Z;X,)Y)
gn(Hy (X.Y1Z)~Hy (X)~Hy (¥ ) 120 )

< min{1, 2" +1) >
Vxvyz:Vx=Qx,Vy=Qv,Vz=Qz,1¢(Z;:X,Y)<Iv(Z;X,Y)
2n(HV(X,Y\Z)fHV(X,Y)+W)}
— min{1, 2" F+Ry) 3 on(—Iv(X,Y;2)+esnl Ty
Vxvz:Vx=Qx,Vvy=Qy ,Vz=Qz,1q(Z;X,Y)<Iv(Z;X,Y)
< min{1 2n(Rw+Ry)n\X><y><Z\2n(fIQ(X,Y;Z)+M)}
— 9 n(Ho(X,)Y;2)—R.—Ry[*—cn) (34)

}

Substituting (31), (32), (33) and (34) in (30), and noticing thath,, and ¢, converges to zero whem
goes to infinity, (13) is proved.

18



2) Sketch of the proof of (14) and (16(14) and (16) can be proved by following the same argument
in proving (13). Similar to how we upper bound the LHS of (13) in (30), we upper bound the LHS of
(14) by:

Pr(mg # my|lmy = my)

< |TXyzl 00 B o b Pr((z"(1),y™(1)) € Qxy) Pr(z"|(z"(1),y™(1)) € Qz|xy)

9nRy

min{1, Y  Pr(Z(z";2"(1),y"(1) < I(=";2"(0),y"(1))|(="(1), 5" (1), z") € Qxv2))}-(35)
1=2

and the LHS of (16) by
Pr(mg, # my)

< TRval, o max L Pr(@().5" (1) € Qxy) Pr(z"(a"(1),5"(1) € Qzxy)

271RI

min{1, Y | Pr(Z(z";2"(1)) < I(z";2"())|(2"(1),9"(1).2") € Qxv2))}. (36)
1=2

The common parts (the three terms on the first line) in (35) and (36) are upper bounded the same way
as those in (31) (32) and (33) for (30). The individual part (the{1,-} term on the second line) of
(35) and (36) are upper bounded by a similar argument for upper bounding the individual part of (30)
shown in (33). We omit the details here. O

B. Proof of (17) and (23)

We give a constant lower bound, on the error probabilitie®r (i, # m,) and Pr((i, ) #
(mg,my)) in (17) and (23) respectively. The technical details of lower boun#ir@:., # m.) is carried
out in Appendix B.1. We extend the two very technical Lemmas 5 and 3 from [6] into Lemmas 6 and 7
respectively, where Lemma 7 is used to prove Lemma 6. The proof of lower bouRdia:,., m,) #
(ms,my)) is similar, we only give the necessary definition of jointly good code books in Appendix B.2.

The difference between the setups in this paper and that in [6] is that we are dealing with an interference
channel instead of a memoryless channel in [6]. Hence a notion of the conditionally typical code book
in the proof of (17) and jointly typical code book in the proof of (23) is necessary in the proofs.

1) Proof of (17): we give an upper bound of theorrect decoding probabilityPr(m, = m,) =
1 — Pr(m, # m,) and hence prove the lower bound Bn(m, # m,) in (17) .

Pr(im, =my) = Pl (R Ry, Px, Py)

1 2nRI 1 n n n ol n
= <|7—"(PX)’) Cz: W;;WZ\XY(Z 2" (M), y" )1 (M (2") = ma)
The codewords:™(m,) is uniformly distributed on the type séty, so the probability that the joint type
of ("(my),y™) is close toPyx x Py with high probability [2], i.e. for allo > 0, for largen,
Pr(D((z"(my),y")||Px x Py)) > o) < o. (37)

We denote byl,(y") = {z" : D((z",y")||Px x Py)) < o}, the typical set conditional op™. We say
a code bookex is good conditional o™ if

ex TN < (39)
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where|cx| = 2"f=. The set of all good code books is denoteddyat mostdo of the code books are
not in G because of (37). For a good code baok we use the technique from [6] to upper bound the
correct probability for the good code boak .

C(,n
Pr(in, = m,) < (XNTZWH, 1 S Pr(i = ma(z")
lex| lex| . .
(1) €Ty (y™)

+i Z Pr(i:ﬁ%(z’”))

<

< +2‘"( —en) (39)

wheree,, goes to zero witm, and

E = i D W R, — Ip(X: ZIY)|T
s 0@ b o (Qzixy Wz xy|Qxy) + |Re — Io(X; Z|Y)|

where (39) is proved by Lemma 6 which is an extension of Lemma 5 in [6] from memoryless to
conditional ony™.

Following the argument in Lemma 3, it is easy to see that 0 for R, > I(X; Z|Y") and smallo,
where (X,Y, Z) ~ Wy xy x Px x Py. Now we have

_ LT _ _
Pr(mz =my) = (W) ( Z Pr(m, = my) + Z Pr(m,; =my))

cx€G CxEGC
< ) 4 (40)
Let o be small enough and let goes to infinity, soPr(m, # my;) = 1 — Pr(m; = m,) > % a7) is
proved. 0

The following two Lemmas 6 and 7 are extensions of Lemma 5 and 3 in [6] respectively. They contain
the technical details in the proof of (39).

Lemma 6:Extension of Lemma in [6] from memoryless to conditional ogt', for a good code book
cx € G defined in (38). Recall thaley T, (y™)| > 2l = 3 « 97R- then for any decoding rule
(previously known asn,) ¢ : 2" — {1,2,...,2"%},

1
— Pr(i = ¢(2")) < 2 "F~¢n) 41
o 2. (i = ¢(z")) < (41)
iz (1) €T, (y™)
where ' = min D(Qzxy Wz xy|Qxy) + |R: — Ig(X; Z|Y)[*

Qxvz:D(Qxv||PxxPy)<o

ande, = ¢(|X],|Y|,|Z|,n) which converges to zero asgoes to infinity.

Proof: We write M = {i € {1,2,...,2"%=} : 2"(i) € T,(y™)} then we know that from the definition
of a good code book? x 2" < |M| < 2"%« = |cx|. Notice that

Pr(i = ¢(2")) = Z WZ\XY 22" (6), y") = Wiy (67 (i) |2 (i), ™) (42)

znep—t
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We rewrite the LHS of (41):
= 27" N Wy (o7 ()2 (), y7)

(1) €Ty (y™)

= 27 "Fs Z (‘.( (Z WZXY(¢1(i)33n(i)7?/n))

QxyZD(QXYnP)(XPY)<O' '),yn)eQXY
< (n+1)XIYI max gl 144 OIPHORE
< (n+1) TS S - > zixy (07 (0)[2" (i), y")
ix(zm(4),y")EQxy

— (n4 )X o
Qxy:D(Qxvy||Px X Py)<o

(Z”R”” " > Y Wy (0710 () Qzpxv (2 (i)vl/n)l’n(i)ayn))

1),y")EQxy Qz|xy

< (n41)EIVHAIIZ e
QXYZiD(QXYHPX ><Py)<0

(QnRz Z Wz‘Xy(Cf)_l(’L’) szXY(wn(i)»y")an(i)’yn))

™(i),y")EQxY

< 2TL€n(1) max
QXYZZD(QXY HPX ><Py)<0'

(ZHR’ > Wz 1xv (Qzxy (2" (1), y")|z" (1), y")
(27 (1),y" ) EQxy

< oren()) max
Qxvyz: D(QXYHPXXPY)

(an(QZXYWZXYQXY)QnRI Z ‘QZ|XY(xn(2)’yn) ﬂ¢1(l))

s gcony 1 @zxy (@ (0),y7)

|Qz1xy (2" (i), ™) N ¢~ (i)
Qzxy ("(2), y")]

< gnea(1) max (2—nD(QZ|XYHWZ|XY|QXY)Q—NIR—IQ(X;ZIY)—%(Q)I*) (43)
N Qxvz:D(Qxv||PxxPy)<o
g n(=en) (44)
where (43) follows Lemma 7. The rest are obvious by the method of types. O

Lemma 7:Extension of Lemma in [6] from memoryless to conditional ogi*, for any R > R, > 0,
for any coding systemX (") with joint input distribution (z" (), ™) € Qxy, i = 1,2,..2"%, and
decoding rulep : 2" — {1,2,...,2"%}, let Qzixy (x"(i),y") = {z" : (2"(9),y", 2") € Qxyz} (this is
the V-shell notatiorily, used in [6]), we have:

22 Qzixy (z"(2),y™) N ¢~ (9)] < 9-nlR=Io(XZ|Y )=, [+ (45)
2nR |Qzxy (2™(i),y")]

wheree,, = ¢(n, |X|,|Y|,|Z]|) converges to zero as goes to infinity.
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Proof: Write Qzy (y") = {2" : (", 2") € Qzy}. By the method of types [3], we know that

(n+ 1) 712120 HeXY) < Q7 o (2" (i), )| < 27 @IXY)

and (n + 1)~ |Zlgnfe(ZIY) < 1Qzy (y™)] < onHq(Z]Y)

So the LHS of (45) is upper bounded by

9nRy

Q71 xy (2" (7), y") N o)
QnR Z |Qzxy (2 (i), y™)|

QnRJ_

< (n+ 1)|z\2 nHo(Z|XY)g—nR Z |Qz1xy (2" (0) m¢

=1
< (n+ 1)Fl @XM g (y)| (46)
< (n_|_1)|Z\2—nHQ(Z\XY)2—nR(n+1)\2\2nHQ(Z|Y)

g—n(R~Io(X:Z|Y)~¢,) (47)

(46) is true becaus® 7 xy (z"(i),y™) N ¢~ (i), i = 1,2,. ., 2" are disjoint and J; Qzxy(x"(i),y") C
Qz)y (y"). Now notice that the LHS of (45) is at mo%"t(R —R) <1, hence the LHS of (45) is no bigger
than1. This together with (47), Lemma 7 is proved. 0

2) Proof of (23): The proof is similar to that of (17). The difference is that we need the notion of
jointlyg good code books. A code book pdiryx, ¢y) is good if

C C
‘CXnyﬂTJC‘S‘X!Y’ (48)

where the joint typical sef, = {(z",y") : D((z",y")||Px X Py) < o}. The rest of the proof are
similar to that in the proof for (17). We conclude that

Pr((mg, my) = (mgy,my)) < % 4o E—e) 4 Yy (49)

where &l = i D W R—Io(X,Y:2)|* >0, for R, + R, >
T SR (Qzixy Wz ixy|Qxy)+| ol )l ++ Ry
I(X,Y;Z).
Again, we need to use a modified version of Lemma 5 and 3 from [6] to prove (49). The proof is
extremely similar to those in Lemma 7 and 6. We omit the details here. d
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