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Abstract

In this thesis we examine methods for measuring entanglement entropy in spin-1/2
Heisenberg systems using quantum Monte Carlo in the valence bond basis. We begin by
presenting the quantum Monte Carlo techniques used in this research. We then use these
techniques to directly compare the recently proposed valence bond entanglement entropy to
the standard definition of entanglement entropy: the von Neumann entanglement entropy.
We find that the valence bond entanglement entropy does not give a bound on the von
Neumann entanglement entropy, and that it exhibits a multiplicative logarithmic correction
to the area law that is not present in the scaling of the von Neumann entanglement entropy.
We then present a method to measure higher orders of the generalized Renyi entanglement
entropies using valence bond quantum Monte Carlo, and show results for the second Renyi
entropy. We find the results converge to the exact results for one dimensional Heisenberg
spin-1/2 chains, and see that the scaling of the second Renyi entropy follows an area law
in the two dimensional Heisenberg ground state.
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Chapter 1

Introduction

This thesis is an exploration of methods used for the measurement of entanglement in
large-scale simulations suitable for condensed matter theory.

In this chapter we discuss different measures of entanglement and their scaling. In
Chapter 2 we describe quantum Monte Carlo algorithms in the valence bond basis. Chapter
3 contains measurements of valence bond entanglement entropy compared to the standard
von Neumann entanglement entropy. In Chapter 4 we develop a method of measuring
all Renyi entanglement entropies, excluding the von Neuman entanglement entropy, using
valence bond quantum Monte Carlo. In the final chapter we summarize the results of this
research and provide a discussion.

1.1 Quantum Entanglement

Entanglement is one important and interesting feature that differentiates quantum mechan-
ical systems from classical systems. In a pair of entangled spins/particles/photons/states
the members of the system have information about each other, even if they are spatially
separated. Two spin-1/2 spins, for instance, are considered entangled if their joint state
can not be written as the product of their individual states. Of the following two states,

|Ψ1,2〉 =
1√
2

(
|↑1↑2〉+ |↓1↓2〉

)
and |Φ1,2〉 =

1√
2

(
|↑1↓2〉 − |↓1↓2〉

)
, (1.1)

only |Φ1,2〉 is separable, and can be rewritten as

|Φ1,2〉 =
1√
2

(
|↑1〉 − |↓1〉

)
⊗ |↓2〉. (1.2)
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Therefore |Φ1,2〉 is unentangled, while |Ψ1,2〉, which cannot be written as a product state,
is an entangled state. In the case of two spins it is easy to determine if states are separable
(unentangled). As we add more spins to the system it becomes less apparent which states
are entangled. Furthermore, we can quantify the degree to which they are entangled beyond
being either separable states, or non-separable states (entangled).

1.2 Measures of Entanglement

There are many different quantities that can be used to measure entanglement . Though
not exhaustive a few measures include concurrence [1], logarithmic negativity [2], squashed
entanglement [3], and entropy of entanglement [4]. Measures of entanglement share three
properties [5]:

1. An entanglement measure E(ρ), measuring the entanglement between two spins, is
a mapping from density matrices ρ to positive real numbers defined for states of
arbitrary bipartite systems. Usually a normalization factor is included such that the
maximally entangled state,

|ψmax〉 =
|↑↑〉+ |↓↓〉√

2
, (1.3)

of two spins has E(|ψmax〉〈ψmax|) = ln(2).

2. E(ρ) = 0 if the state ρ is separable.

3. E(ρ) does not increase under local operators on either of the spins. That is, if we
have an operator acting on only one of the spins, the entanglement between the two
spins will not increase.

There is also a fourth condition, not satisfied by all measures of entanglement, requiring
the measure to reduce to the von Neumann entanglement entropy for a system in a pure
state.

1.3 The von Neumann Entanglement Entropy

For a system partitioned into two regions, A and B, the von Neumann entanglement entropy
SvN is defined as

SvN
A = −Tr (ρA ln ρA) , (1.4)
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where ρA = TrB|ψ〉〈ψ| is the reduced density matrix, the density matrix of the entire system
with the degrees of freedom from region B traced out. SvN is only suited to measure the
entanglement of a pure state, as is the case for all entanglement measures we will discuss in
this thesis. This is due to the way SvN measures entanglement; we begin with a pure state
and trace out the degrees of freedom for some subregion B. We are left with ρA representing
a (possibly mixed) state. SvN can be rewritten in terms of the eigenvalues of the density
matrix,

SvN
A = −

∑

i

(λi lnλi) , (1.5)

which is quite similar to the form of thermodynamic entropy or Shannon information
entropy. If ρA represents a pure state, then we know what state of region A is in, and
ρA will have one non-zero eigenvalue equal to 1 (so SvN = 0). If ρA represents a mixed
state, we will have some probability distribution of the possible states (so SvN > 0). The
entropy of that distribution is used to quantify the entanglement between regions A and
B. In the maximally entangled case all eigenvalues are equal to 1/d (representing an equal
probability of encountering each spin state), where d is the dimension of the Hilbert space
for region A (2N for a system of N spin-1/2 particles). Thus the maximum entanglement
entropy for a spin-1/2 system is SvN = ln(d) = N ln(2). If the initial state starts off mixed
instead of pure, the state would already have some entropy. The entanglement entropy
would contain both the initially present classical uncertainty in the state as well as that
due to tracing out region B.

The von Neumann entanglement entropy is part of a larger class of entanglement en-
tropies called the generalized Renyi entanglement entropies. The nth Renyi entanglement
entropy Sn is defined as

Sn(ρA) =
1

1− n ln [Tr (ρnA)] . (1.6)

Taking the limit n→ 1 gives us S1 = SvN. These entanglement entropies have the property
that for n > m, Sn ≤ Sm; successive Renyi entropies give a lower bound on the previous
entropies [6]. They are useful measures which fully characterize the entanglement entropy
of the system.

1.4 Scaling of Entanglement Entropy in Condensed

Matter Systems

Using measures of entanglement from quantum information to study interacting quantum
many-body systems is a rapidly growing interdisciplinary topic [7, 8]. Entanglement has the
advantage of measuring “hidden” correlations which can occur in states where correlation
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lengths diverge or decay exponentially. Additionally, measurement of entanglement is
independent of the basis chosen to represent the system.

1.4.1 Area Law Scaling

In condensed matter systems, away from special critical points, entanglement entropy
typically follows an “area law” [9, 10], perhaps more aptly named a “boundary law”, where
the entanglement scales with the size of the boundary between two regions (A and B) of
the system. In non-critical one-dimensional (1D) systems, for example, the entanglement
entropy scales as a constant, since the boundary between regions is zero-dimensional. For
two-dimensional (2D) systems we expect the entanglement to scale with the length of
the boundary, and in three dimensions the entanglement should scale with the area of
the boundary. If SvN has area law scaling for a given system, all Renyi entanglement
entropies will follow the same scaling [11]. This area law corresponds to systems with
mainly short range entanglement, in which only sites “near” the boundary contribute to the
entanglement between regions. If we had a system with extremely long-range entanglement
it would be expected that the entire region A is entangled with region B, and one could
see a “volume law” scaling of entanglement. However, this area law is expected to hold for
the ground states of many interacting quantum systems.

1.4.2 1D Critical Systems

The 1D Heisenberg spin chain is critical; in this and other such systems the entanglement
entropy is known to scale as [12, 13, 14]

SvN
PBC =

c

3
ln(x′) + s1 SvN

OBC =
c

6
ln(2x′) + ln(g) +

s1

2
(1.7)

for systems with open (OBC) and periodic boundary conditions (PBC), where c is the
central charge from conformal field theory, g is a universal boundary term [15], and s1 is a
model dependent constant. x′ is the conformal mapping for the number of sites included
in region A, used to account for the finite size of the Heisenberg chains, since (1.7) applies
in the long chain-length limit. x→ x′ = (L/π) sin(πx/L) for PBC and x→ 2x′ for OBC,
where L is the length of the chain. This known scaling is used to verify the accuracy of
our entanglement measurements in Chapter 3.
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1.4.3 Subleading Corrections to the Area Law

Topological Entanglement Entropy

In systems exhibiting topological order – a type of order not, characterized by local order
parameters, in which the degeneracy of the ground state depends on the topology of the
system – there exists a universal subleading correction to the area law scaling of entangle-
ment entropy called the topological entanglement entropy. For 2D systems with topological
order, the entanglement entropy is known to scale as [11, 16]

SA = α`− nγ +O(1/`), (1.8)

where ` is the length of the boundary, γ is the topological entanglement entropy, and n
is related to the shape of the boundary. This topological entanglement entropy is zero
when the system is not topologically ordered, and otherwise takes a value related to the
degeneracy of the ground state. Thus it can be thought of as a type of topological order
parameter. By measuring the entanglement entropy of regions of a system with certain
geometries which are chosen to cancel out other terms of the entanglement scaling, it is
possible to measure the topological entanglement entropy of a system [17].

At Quantum Critical Points

The scaling of entanglement entropy at quantum critical points is also known to hold
information about universal quantities. In critical systems the area law scaling has universal
additive logarithmic corrections [18, 19, 20]. By extracting these corrections, entanglement
entropy can be used to to detect and characterize phase transitions.

1.5 Measurement of Entanglement Entropy

Many methods have been developed that are capable of measuring the entanglement en-
tropy. In 1D density matrix renormalization group (DMRG) simulations and exact diago-
nalization are particularly powerful tools. They provide direct access to the wavefunction
of a system. However exact diagonalization scales exponentially poorly as a function of
system size and DMRG is primarily useful for 1D and multi-leg ladders. To study and
extract these universal quantities in 2D and higher it is necessary to be able to measure
entanglement entropy in a scalable type of simulation. Quantum Monte Carlo simulations
scale well in any dimension and allow a choice of basis. In this thesis we explore methods
of measuring entanglement entropy using quantum Monte Carlo simulations in the valence
bond basis.
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Chapter 2

Quantum Monte Carlo in the
Valence Bond Basis

The numerical technique used in this research is valence bond quantum Monte Carlo (VB
QMC) [21, 22]. Other commonly used lattice Monte Carlo techniques, such as the Stochas-
tic Series Expansion [23] or world line [24] methods typically use the Sz basis, but VB QMC
takes advantage of the unique properties of the valence bond basis.

In this chapter we introduce the valence bond basis, showing how it is used to represent
singlet states. We then explain ground state projection, the method employed by VB QMC
to get from a trial state to the ground state of our system. Next we discuss the Hamiltonian
of our system, writing it in terms of “bond operators” that act on valence bond states.
Finally we describe three different VB QMC algorithms: the single projector method, the
double projector method, and the loop algorithm.

2.1 The Valence Bond Basis

The valence bond basis is a basis of states in which all sites are paired up into “valence
bonds” (discussed further in Section 2.1.2). This basis can be used to represent any singlet
state, i.e. any state with total spin equal to zero [25, 26]. In this section we introduce
the spin-1/2 singlet state and its representation in terms of valence bonds. We then
discuss some of the properties of the valence bond basis, and we conclude by examining
the measurement of the inner product in the valence bond basis.
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2.1.1 The Spin-1/2 Singlet State

Typically the states of spin-1/2 particles are represented in the Sz basis, the basis of
eigenstates of the Sz operator ({|↑〉, |↓〉} for one spin).

Sz|↑〉 = +
1

2
|↑〉 Sz|↓〉 = −1

2
|↓〉 (2.1)

A singlet state refers to a spin state of a particle or group of particles with vanishing
total spin angular momentum. For two spin-1/2 particles (labeled here as a and b) there
is exactly one singlet state, represented in the Sz basis and graphically as

1√
2

(
|↑a↓b〉 − |↓a↑b〉

)
=

To establish notation which will be used later, we can go through the process of find-
ing the eigenstates of the S2 operator explicitly for two spin-1/2 particles. We begin by
expressing the S2 operator in terms of its different spin components:

S2 = (Sx)2 + (Sy)2 + (Sz)2 (2.2)

(Sa + Sb)
2 = (Sxa + Sxb )2 + (Sya + Syb )2 + (Sza + Szb )2

= (Sx ⊗ 1 + 1⊗ Sx)2 + (Sy ⊗ 1 + 1⊗ Sy)2 + (Sz ⊗ 1 + 1⊗ Sz)2 (2.3)

where 1 is the 2x2 identity matrix and in Eq. (2.3) the operators are single spin operators.
Switching to matrix notation now, we have

(Sa + Sb)
2 =

(
1

2

[
0 1
1 0

]
⊗
[

1 0
0 1

]
+

1

2

[
1 0
0 1

]
⊗
[

0 1
1 0

])2

+

(
1

2

[
0 −i
i 0

]
⊗
[

1 0
0 1

]
+

1

2

[
1 0
0 1

]
⊗
[

0 −i
i 0

])2

(2.4)

+

(
1

2

[
1 0
0 −1

]
⊗
[

1 0
0 1

]
+

1

2

[
1 0
0 1

]
⊗
[

1 0
0 −1

])2

=




2 0 0 0
0 1 1 0
0 1 1 0
0 0 0 2


 (2.5)

where the eigenvalues and eigenvectors of (2.5) are:

λ1 = 2, v1 =
[

1 0 0 0
]†

= |↑↑〉
λ2 = 2, v2 =

[
0 0 0 1

]†
= |↓↓〉

λ3 = 2, v3 = 1√
2

[
0 1 1 0

]†
= 1√

2

(
|↑↓〉+ |↓↑〉

)

λ4 = 0, v4 = 1√
2

[
0 1 −1 0

]†
= 1√

2

(
|↑↓〉 − |↓↑〉

)
. (2.6)
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There is only one state with total spin equal to zero. The other three states have total spin
1. (If |ψ〉 is a total spin eigenstate then S2|ψ〉 = s(s+ 1)|ψ〉, where s is the total spin.)

2.1.2 Equivalence of the valence bond and the singlet state

A bond between two atoms created by sharing valence electrons in the outer orbitals is
called a valence bond, or a covalent bond [27, 28]. Since electrons are fermionic (have half
integer spin) their total wave function must be antisymmetric (an exchange of the identical
particles in the wave function gives a factor of -1, i.e. Ψ(a, b) = −Ψ(b, a)). The total wave
function is a product of the spatial and spin wave functions, so one of those wave functions
must be antisymmetric and the other symmetric (an exchange of particles yields the same
wave function, i.e. Ψ(a, b) = Ψ(b, a)). As part of the same valence bond, two electrons will
have a spatially symmetric wave function, so their spin state must be antisymmetric. For
two spin 1/2 particles the only antisymmetric spin state is the singlet state. Hence, in the
case of two spin 1/2 particles, a valence bond is equivalent to the spin-1/2 singlet state.

We represent these valence bonds, or singlet states, in three ways:

• in the Sz basis using up spins and down spins, i.e. 1√
2

(
|↑a↓b〉 − |↓a↑b〉

)
,

• as a list of the bonded sites, i.e. |(a, b)〉,

• or pictorially as a bond joining two sites.

A valence bond is a maximally entangled state; the entanglement between sites a and
b is SvN

a = ln(2). To illustrate this point, we can calculate the von Neumann entanglement
entropy of the state |ψ〉 = cos(α)|↑a↓b〉+ sin(α)|↓a↑b〉.

ρ = |ψ〉〈ψ| (2.7)

= cos2(α)|↑a↓b〉〈↑a↓b|+ cos(α) sin(α)|↑a↓b〉〈↓a↑b|
+ sin(α) cos(α)|↓a↑b〉〈↑a↓b|+ sin2(α)|↓a↑b〉〈↓a↑b| (2.8)

ρa = Trb(ρ) = 〈↑b|ρ|↑b〉+ 〈↓b|ρ|↓b〉 (2.9)

= cos2(α)|↑a〉〈↑a|+ sin2(α)|↓a〉〈↓a| (2.10)

SvN
a = −Tr(ρa ln ρa) = − cos2(α) ln

(
cos2(α)

)
− sin2(α) ln

(
sin2(α)

)
(2.11)

The resulting entanglement entropy in Figure 2.1. Figure 2.2 shows higher order Renyi
entropies for the same system.
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Figure 2.1: The von Neumann entanglement entropy for a two-site state |ψ〉 = cos(α)|↑↓〉+
sin(α)|↓↑〉. |ψ〉 is maximally entangled in the singlet state and one of the triplet states,
and unentangled when the state is separable.

0.25 0.5 0.750

0.1

0.2

0.3

0.4

0.5

0.6  1
 1
 1

S a
(!

)

" " "
!

"

S1

S2

S1000

1 √
2( |↑

↓〉
+

|↓
↑〉

)

1 √
2( |↑

↓〉
−

|↓
↑〉

)

|↑
↓〉

Figure 2.2: The von Neumann entanglement entropy (S1), and the 2nd and 1000th Renyi
entropies for a two-site state |ψ〉 = cos(α)|↑↓〉 + sin(α)|↓↑〉. All Renyi entropies take the
same value for maximally and minimally entangled states.
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Figure 2.3: Two examples of valence bond coverings. (Left) An unrestricted valence bond
state. (Right) Sites belonging to sublattice A are indicated in red and sublattice B sites
are blue. This state only has bonds going from sites on sublattice A to sites on sublattice
B.

2.1.3 Basis Properties

A collection of sites on a lattice can be paired into valence bonds such that each site belongs
to exactly one bond. (See Fig. 2.3.) We call this a valence bond covering or valence bond
state, and it is most conveniently represented as a list of sites that are paired in valence
bonds:

|V 〉 = |(i1, j1)(i2, j2) · · · (iN , jN)〉, (2.12)

where bonds go from sites i to j for a lattice with 2N sites. Changing the order of the
bonds in this list will not change the state, but reversing the order of an i, j pair will
change the sign of the state.

For a system with an even number of spins, a basis of valence bond coverings can
be used to represent an arbitrary singlet state, but in general that representation is not
unique. The number of possible singlet states for a given number of spin-1/2 sites can be
enumerated using the rule for the addition of angular momenta for each added spin,

S ⊗ 1
2

=
(
S − 1

2

)
⊕
(
S + 1

2

)
, (2.13)
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where S is the (2S + 1)-degenerate state of spin S [29].

1
2
⊗ 1

2
= 0⊕ 1

1
2
⊗ 1

2
⊗ 1

2
= 1

2
⊕ 1

2
⊕ 3

2
1
2
⊗ 1

2
⊗ 1

2
⊗ 1

2
= 0⊕ 0⊕ 1⊕ 1⊕ 1⊕ 2

1
2
⊗ 1

2
⊗ 1

2
⊗ 1

2
⊗ 1

2
= 1

2
⊕ 1

2
⊕ 1

2
⊕ 1

2
⊕ 1

2
⊕ 3

2
⊕ 3

2
⊕ 3

2
⊕ 3

2
⊕ 5

2
1
2
⊗ 1

2
⊗ 1

2
⊗ 1

2
⊗ 1

2
⊗ 1

2
= 0⊕ · · · ⊕ 0︸ ︷︷ ︸

5 times

⊕ 1⊕ · · · ⊕ 1︸ ︷︷ ︸
9 times

⊕ 2⊕ · · · ⊕ 2︸ ︷︷ ︸
5 times

⊕3

And for an arbitrary number of spins, 2N, the number of singlet states is given by [29]

CN
sing =

1

N + 1

(
2N

N

)
=

(2N)!

N !(N + 1)!
, (2.14)

In contrast, the number of possible valence bond states (for 2N sites) is given by

CN
VB =

(2N)!

2NN !
, (2.15)

since we choose sites at random (2N ! ways to choose them) pairing them, but the order in
which each member of the bond is chosen does not matter (divide by 2 for every bond),
nor does the order in which the N bonds are chosen (divide by N !). For N > 1 there
are more valence bond coverings than singlet states, the excess increasing drastically with
increasing N (see Figure 2.4).

The valence bond states are nonorthogonal and overcomplete. Because of this overcom-
pleteness we can eliminate some of the valence bond states and still represent any singlet
state. In fact, this can be seen for a four-site system by again diagonalizing the S2 matrix.
This time we will only look at the Sz = 0 sector, since all the singlet states will be found
there. With the same method used to get (2.5), we find:

S2
reduced =




2 1 1 1 1 0
1 2 1 1 0 1
1 1 2 0 1 1
1 1 0 2 1 1
1 0 1 1 2 1
0 1 1 1 1 2




λ1 = 6, v1 =
[

1 1 1 1 1 1
]

λ2 = 2, v2 =
[

1 0 0 0 0 −1
]

λ3 = 2, v3 =
[

0 1 −3 3 −1 0
]

λ4 = 2, v4 =
[

0 3 1 −1 −3 0
]

λ5 = 0, v5 =
[

0 1 −1 −1 1 0
]

λ6 = 0, v6 =
[

1 −1 0 0 −1 1
]

(2.16)

where v5 and v6 are the (so far unnormalized) singlet states. Note that there are only two
singlet states, while there are three valence bond states for a four-site system. And, inter-
estingly, the four-site singlet states are composed of two two-site singlet states. Expressing

11



v5 and v6 in the spin and valence bond basis we get

v5 =
1

2

(
|↓↑↓↑〉 − |↓↑↑↓〉 − |↑↓↓↑〉+ |↑↓↑↓〉

)
= |(a, b)(c, d)〉 (2.17)

v6 =
1

2

(
|↓↓↑↑〉 − |↓↑↑↓〉 − |↑↓↓↑〉+ |↑↑↓↓〉

)
= |(a, d)(c, b)〉 (2.18)

v5 = v5 =

Since v5 and v6 are degenerate eigenstates, we could have also chosen one of them to be
the other valence bond state, |(a, c)(b, d)〉, or some linear combination of any of the three
possible valence bond states.

It is convenient to define two sublattices, A and B, on a bipartite lattice, such that sites
on sublattice A are neighbored only by sublattice B sites and vice versa. (See Figure 2.3.)
We can choose the valence bond coverings containing only bonds between the two sub-
lattices. This restriction eliminates some, though not all, of the overcompleteness of the
valence bond states. The now-reduced number of valence bond states is simply CN

AB = N !
for a system of 2N spins.

One way to see the linear dependence of the remaining valence bond states would be to
again diagonalize the S2 matrix, for a six-site system this time (in which there are 3! = 6
A-B sublattice valence bond states, but only 6!/(3!4!) = 5 singlet states). This, however,
would require us to diagonalize a 20x20 matrix if we only look at the Sz = 0 sector.

Another way to see the linear dependence of the A-B sublattice states is to look at the
overlap matrix, that is a matrix filled with the inner products between the different states,
i.e.

|ψ1〉 = |(a, d)(c, f)(e, b)〉
|ψ2〉 = |(a, d)(c, b)(e, f)〉
|ψ3〉 = |(a, b)(c, f)(e, d)〉
|ψ4〉 = |(a, f)(c, b)(e, d)〉
|ψ5〉 = |(a, b)(c, d)(e, f)〉
|ψ6〉 = |(a, f)(c, d)(e, b)〉

O =



〈ψ1|ψ1〉 · · · 〈ψ6|ψ1〉

...
. . .

...
〈ψ1|ψ6〉 · · · 〈ψ6|ψ6〉


 =

1

4




4 2 2 1 1 2
2 4 1 2 2 1
2 1 4 2 2 1
1 2 2 4 1 2
1 2 2 1 4 2
2 1 1 2 2 4




If the overlap matrix O is put in reduced row echelon form we can see that it only takes

12
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Figure 2.4: The number of singlet states CN
sing, valence bond states CN

VB, and valence bond
states restricted to A-B sublattice bonds CN

AB, for a system of 2N spins.

five of the six vectors to span the space of six site singlet states.

Orre =




1 0 0 0 0 1
0 1 0 0 0 −1
0 0 1 0 0 −1
0 0 0 1 0 1
0 0 0 0 1 1
0 0 0 0 0 0




|ψ6〉 = |ψ1〉 − |ψ2〉 − |ψ3〉+ |ψ4〉+ |ψ5〉 (2.19)

Also the last state can be written as a linear combination of the other five states. It is
possible to choose a set of linearly independent states by putting the sites in a circular con-
figuration and eliminating any state with valence bonds crossing each other. The resulting
set of linearly independent states corresponds exactly to the singlet basis [29].

2.1.4 The Inner Product

In the Sz basis, to calculate the overlap between two states we simply take the inner
products between the various terms of the two states. Since the Sz basis states are all
mutually orthonormal, the process is quite simple, for example:

|ψ〉 =
1

2

(√
3|↑↑〉+ |↓↓〉

)
|φ〉 =

1√
2

(
|↓↑〉+ |↓↓〉

)

13



|V L〉 |V R〉 〈V L|V R〉

Figure 2.5: Calculation of the inner product between the states |V L〉 and |V R〉. The inner
product is simply 〈V L|V R〉 = 2(Nloops−Nsites/2), where Nloops is the number of loops created
by overlapping the two valence bond states. In this case there are 3 loops and 16 sites, so
〈V L|V R〉 = 2−5.

〈ψ|φ〉 =
1

2
√

2

(√
3〈↑↑|↓↑〉+

√
3〈↑↑|↓↓〉+ 〈↓↓|↓↑〉+ 〈↓↓|↓↓〉

)

=
1

2
√

2

(
0 + 0 + 0 + 1

)
=

1

2
√

2
(2.20)

We can compute valence bond state overlaps in the same way, by expressing the states in
the Sz basis. From (2.17) and (2.18) we have:

〈v5|v6〉 =
1

4

(
〈↓↑↓↑|↓↓↑↑〉 − 〈↓↑↓↑|↓↑↑↓〉 − 〈↓↑↓↑|↑↓↓↑〉+ 〈↓↑↓↑|↑↑↓↓〉

−〈↓↑↑↓|↓↓↑↑〉+ 〈↓↑↑↓|↓↑↑↓〉+ 〈↓↑↑↓|↑↓↓↑〉 − 〈↓↑↑↓|↑↑↓↓〉
−〈↑↓↓↑|↓↓↑↑〉+ 〈↑↓↓↑|↓↑↑↓〉+ 〈↑↓↓↑|↑↓↓↑〉 − 〈↑↓↓↑|↑↑↓↓〉
+〈↑↓↑↓|↓↓↑↑〉 − 〈↑↓↑↓|↓↑↑↓〉 − 〈↑↓↑↓|↑↓↓↑〉+ 〈↑↓↑↓|↑↑↓↓〉

)
(2.21)

=
1

4
(〈↓↑↑↓|↓↑↑↓〉+ 〈↑↓↓↑|↑↓↓↑〉) =

1

2
.

since all other terms will vanish. This method of calculating the inner product, however,
quickly becomes intractable even with a small number of spins. A more intuitive way to
calculate the overlap is to superimpose diagrams of the two valence bond states, as in
Figure 2.5. We can rewrite the valence bond states from the figure, keeping the bonds
belonging to the same loop together. Bonds from separate loops will have no overlap with
each other.

|VL〉 = |(1, 4)(3, 2)(6, 5)(8, 15)(9, 12)(11, 10)(14, 13)(16, 7)〉
= |(1, 4)(16, 7)(8, 15)(14, 13)(6, 5)〉 ⊗ |(3, 2)〉 ⊗ |(9, 12)(11, 10)〉 (2.22)

|VR〉 = |(1, 5)(3, 2)(6, 13)(8, 7)(9, 10)(11, 12)(14, 15)(16, 4)〉
= |(16, 4)(8, 7)(14, 15)(6, 13)(1, 5)〉 ⊗ |(3, 2)〉 ⊗ |(11, 12)(9, 10)〉 (2.23)
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Figure 2.6: A possible spin state satisfying the loop configuration from Figure 2.5. There
are two compatible spin states for each loop.

Each set of sites is in a state consisting of a sum (including some negative terms) over a
subset of all possible combinations of spins, such that there is an equal number of up and
down spins in each state. This set is restricted by the valence bonds; if there is a bond
going between sites a and b then the spin on site a must always be opposite of the spin on
site b.

Examining the third loop, which contains four sites, for the state of |VL〉 sites 9 and 12
must always have opposite spins, as must sites 10 and 11. There are six Sz = 0 states, four
of which satisfy these restrictions. For the state of |VR〉 there are also four spin states that
satisfy its restrictions, but since the restrictions are different (spins 11 and 12 are opposite
and spins 9 and 10 are opposite) it turns out that when we overlap |VL〉 and |VR〉 there are
only two spin states that satisfy both sets of restrictions. This is true for all loops; there
are only two possible spin states. These states correspond to alternating up and down
spins around the loop, or equivalently, the state in which all the sublattice A sites in the
loop have a given spin (up or down) and the sublattice B sites have the opposite spin.

The number of Sz spin states needed to express a valence bond state (for a system of N

spins) is 2N/2, since
(
|↑↓〉 − |↓↑〉

)⊗N/2
gives 2N/2 distinct N -spin states. The inner product
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can be expressed as a product of the inner products for each of the loops:

〈V L|V R〉 =

Nloops∏

k=1

1√
2N

s
k/2

(
〈α1|+ 〈α2|+ · · · 〈α2

Ns
k

/2|
) 1√

2N
s
k/2

(
|β1〉+ |β2〉+ · · · |β

2
Ns

k
/2〉
)

=

Nloops∏

k=1

1

2N
s
k/2

(
2
)

=

(
1

2Nsites/2

)
2Nloops = 2Nloops−Nsites/2, (2.24)

where N s
k is the number of spins contained in loop k, and the |αi〉’s and |βi〉’s are the spin

states used to represent |V L〉 and |V R〉 respectively. There are exactly two non-vanishing
terms in the inner product for each loop. If not for the A-B sublattice convention (see
Figure 2.3) it would be possible to get negative overlaps between states. A maximal value
of the overlap can be obtained through the inner product of a state with itself. Then there
are N/2 loops, one for every two sites. There are 2N/2 compatible spin configurations, and
the overlap is exactly its maximal value, 1.

The inner product can be used to calculate the expectation values of observables, nor-
malize states, and as a factor in the Monte Carlo weights, all necessary for quantum Monte
Carlo algorithms in the valence bond basis, as we discuss in upcoming sections.

2.2 Ground State Projection

Quantum Monte Carlo in the valence bond basis is a ground state projection technique,
which means we start with a trial wave function and apply a high power of the Hamiltonian
so we are left with the ground state of the system.

We can represent any singlet state as a linear combination of valence bond states:

|ψ〉 =
∑

r

fr|(ar1, br1), (ar2, b
r
2), . . . , (arN/2, b

r
N/2)〉 =

∑

r

fr|V r〉, (2.25)

but due to the overcompleteness of even the A-B sublattice valence bond basis, this repre-
sentation is not unique. However, we can represent this state uniquely in terms of energy
eigenstates of a Hamiltonian,

|ψ〉 =
∑

n

cn|n〉, (2.26)

where |n〉 is the nth energy eigenstate of a Hamiltonian and the cn’s are the unique coeffi-
cients.

If we apply the Hamiltonian to the state in Eq. (2.26) we are left with

H|ψ〉 =
∑

n

cnH|n〉 =
∑

n

cnEn|n〉 = c0E0|0〉+ c1E1|1〉+ c2E2|2〉+ · · · , (2.27)
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where En is the nth energy eigenvalue of the Hamiltonian, H. We can then take out a
factor of E0 to get

H|ψ〉 = E0

(
c0|0〉+ c1

E1

E0

|1〉+ c2
E2

E0

|2〉+ · · ·
)
. (2.28)

If E0 is the energy largest in magnitude, then the magnitude of the coefficients of the
excited states are all fractions less than 1. In that case, if we apply the Hamiltonian a large
number of times, denoted by m, all terms excluding the ground state term will vanish.

Hm|ψ〉 = Em
0

(
c0|0〉+ c1

(
E1

E0

)m
|1〉+ c2

(
E2

E0

)m
|2〉+ · · ·

)
≈ Em

0 c0|0〉 (2.29)

If the ground state energy is not the largest in magnitude, as is the case with the
Heisenberg model, we can manipulate the Hamiltonian slightly by adding or subtracting
an appropriately chosen constant term, x, in which case we will have

(H− x)m|ψ〉 = (E0 − x)m
(
c0|0〉+ c1

(
E1 − x
E0 − x

)m
|1〉+ · · ·

)
≈ (E0 − x)mc0|0〉. (2.30)

We are left with a state proportional to the ground state of the system, provided the initial
state |ψ〉 has some non-zero overlap with the ground state. Fortunately, every valence bond
state has non-zero overlap with every other valence bond state. Ground state projection is
used in valence bond quantum Monte Carlo, but it is also the basis of many other numerical
algorithms such as Lanczos [30], diffusion quantum Monte Carlo [31], and Green’s function
Monte Carlo [32].

2.3 The Hamiltonian and Bond Operators

Throughout this thesis we study systems in one and two dimensions, which are described
by the isotropic, antiferromagnetic Heisenberg Hamiltonian,

HHeis = J
∑

〈i,j〉

Si · Sj = J
∑

〈i,j〉

(
Szi S

z
j + 1

2

[
S+
i S
−
j + S−i S

+
j

])
, (2.31)

where the coupling constant J is always positive, and
∑
〈i,j〉 represents a sum over all

nearest-neighbor pairs of sites. This Hamiltonian favors antiparallel spins and will flip
pairs of antiparallel spins.

We slightly modify the Hamiltonian in order to facilitate the ground state projection
scheme:

H =


HHeis −

∑

〈i,j〉

1
4


 =

∑

〈i,j〉

(
Si · Sj − 1

4

)
= −

∑

〈i,j〉

Hij. (2.32)
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Figure 2.7: Bond operator Hcb acting on four-site states. (a) The sites c and b are already
joined by a valence bond, so the bond operator does nothing. (b) Sites c and b are not
joined, so Hcb acts to join them. The new valence bond state gets a factor of 1

2
.

Here the coupling constant J is set to 1, and we rewrite the Hamiltonian in terms of a list
of bond operators, Hij, where Hij = −

(
Si · Sj − 1

4

)
.

The effect of these bond operators acting on a valence bond basis state is surprisingly
simple. If a bond operator acts on two sites already joined by a valence bond, it acts as
the identity and does not change the state. If the two sites acted upon are not joined in a
valence bond, the operator joins those two sites. As a byproduct the two sites that were
once joined to those sites form a valence bond themselves, and the resulting state gains a
factor of 1/2. This is depicted in Figure 2.7 and will be shown mathematically, but first
let us examine the effect of bond operators on a general spin-1/2 state.

We can rewrite the dot product of spin operators:

Si · Sj = 1
2

[
(Si + Sj)

2 − S2
i − S2

j

]
, (2.33)

however, the (Si + Sj)
2 operator has two different eigenvalues (0 and 2) or, if the initial

state is not one of the four total spin eigenstates, applying this operator will change the
state.

Acting with a bond operator on an eigenstate of total spin for two spins yields:

Hij|ψ〉 =

{
−
(

1
2

[
(0)− 3

4
− 3

4

]
− 1

4

)
|ψ〉 = |ψ〉 for total spin 0

−
(

1
2

[
(2)− 3

4
− 3

4

]
− 1

4

)
|ψ〉 = 0 for total spin 1

(2.34)

If we want to use the bond operators on valence bond basis states, Eq. (2.34) tells us what
happens when sites i and j are already joined in a valence bond, but we still need to look
at the case in which the sites are initially part of two different valence bonds. For four
sites a, b, c, and d, with sites a and c on sublattice A and the others on sublattice B, we
apply the operator Hcb to a valence bond state.

Hcb|(a, b)(c, d)〉 = Hcb
1√
2

(
|↑a↓b〉 − |↓a↑b〉

)
1√
2

(
|↑c↓d〉 − |↓c↑d〉

)

= 1
2
Hcb

(
|↑a↓d〉|↑c↓b〉 − |↑a↑d〉|↓c↓b〉 − |↓a↓d〉|↑c↑b〉+ |↓a↑d〉|↓c↑b〉

)
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At this point it is convenient to represent the spin states involving sites b and c in terms
of eigenvalues of singlet and triplet states.

Hcb|(a, b)(c, d)〉 = 1
2
Hcb

(
|↑a↓d〉 1√

2

[
1√
2

(
|↑c↓b〉 − |↓c↑b〉

)
+ 1√

2

(
|↑c↓b〉+ |↓c↑b〉

)])

−1
2
Hcb

(
|↑a↑d〉|↓c↓b〉+ |↓a↓d〉|↑c↑b〉

)
(2.35)

−1
2
Hcb

(
|↓a↑d〉 1√

2

[
1√
2

(
|↑c↓b〉 − |↓c↑b〉

)
− 1√

2

(
|↑c↓b〉+ |↓c↑b〉

)])

We are left with states for which we know the outcome of applying this bond operator.
The states with a nonzero total spin will vanish.

Hcb|(a, b)(c, d)〉 = 1
2

(
|↑a↓d〉 1√

2

[
1√
2

(
|↑c↓b〉 − |↓c↑b〉

)])

−1
2

(
|↓a↑d〉 1√

2

[
1√
2

(
|↑c↓b〉 − |↓c↑b〉

)])

= 1
2

[
1√
2

(
|↑a↓d〉 − |↓a↑d〉

)] [
1√
2

(
|↑c↓b〉 − |↓c↑b〉

)]
(2.36)

= 1
2
|(a, d)(c, b)〉

As was asserted earlier, the operator acts to rearrange the bonds, and the state gains a
factor of 1

2
. If not for the subtraction of 1

4
from the Hamiltonian (2.32), applying the bond

operators would be much more complicated, yielding superpositions of valence bond states,
causing a “branching” algorithm. Additionally, we would be left with non-singlet states,
due to the change in Equation (2.34). This fact, that the application of bond operators
to a valence bond basis state yields another basis state state with finite overlap between
those states, and all other basis states makes these operators ideal for use in a Monte Carlo
algorithm.

2.4 The Monte Carlo Algorithm

In Section 2.2 we saw that applying a high power of the Hamiltonian to any initial state
possessing some overlap with the ground state will give us a state proportional to the ground
state of the system. However, computing this exactly would be extremely computationally
expensive. The Hamiltonian has Nnn terms, one for each possible nearest-neighbor bond.
Raising it to the even power m would give us (Nnn)m terms each containing m bond
operators,

Hm =

(
Nnn∑

k=1

Hk

)m

=
Nnn∑

k1=1

Nnn∑

k2=1

· · ·
Nnn∑

km=1

(
Hk1Hk2 · · ·Hkm

)
=

(Nnn)m∑

r=1

Pr, (2.37)
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where k goes over each of the possible nearest neighbor bonds, and Pr is the rth possible
list of m bond operators. Applying Hm to a trial state |V 〉 gives us

Hm|V 〉 =

(Nnn)m∑

r=1

Pr|V 〉 =

(Nnn)m∑

r=1

Wr|Vr〉 =

(Nnn)m∑

r=1

2−m
off
r |Vr〉, (2.38)

where Wr, the weight, is the product of the factors of 1
2

gained by applying off-diagonal
bond operators to the trial state. The ratio of weights is used in Monte Carlo sampling to
determine whether to keep a given configuration.

Instead of computing the full sum from (2.38), we stochastically sample terms from
the sum, sampling proportional to their weight Wr in the sum. In the “single projector”
method (Section 2.4.1) we project only one valence bond state, but are limited in the
observables we can then calculate. The “double projector” method (Section 2.4.2) projects
two separate states, which can then be used to find expectation values of various operators.
The loop algorithm (Section 2.4.3) is an improvement on the double projector algorithm.

2.4.1 Single Projector

The first of the valence bond quantum Monte Carlo algorithms, the single projector method
was conceived by Anders Sandvik in 2005 [21]. This algorithm projects one trial state into
the ground state of the system by applying lists of m bond operators to that state. The
result of applying these bond operators is a new state and a weight, as in (2.38). Every
Monte Carlo step a few (q) of the bond operators in the list are changed randomly. (We
change q = 3 bond operators at each step.) The new list of bond operators is applied to
the trial state and the weights are compared. If the new weight is larger than the weight
from the previous step, the changes in the bond operator list are kept and a measurement
can be made. Otherwise, the new state is kept with the probability equal to the ratio of
the new and old weights:

Prob(keep) =
Wnew

Wold

. (2.39)

If the new state is not kept, the changes to the bond operator list are undone, and a
measurement can be made, but the measurement is on the old state, the state generated
by the previous bond operator list. In this way, the states are sampled according to
their relative weight in the ground state wavefunction. The process of changing the bond
operator list and deciding whether to keep the changes is continued. Each repetition is
considered one Monte Carlo step. The full algorithm is shown below:

1. Choose or generate an initial valence bond state |V 〉.
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2. Generate a list of m random bond operators Pold.

3.

Apply the list of bond operators to the initial state.

Pold|V 〉 = Wold|Vold〉

4.
Copy Pold to Pnew and randomly change a predetermined number, q, of the bond
operators in Pnew.

5.

Apply the new list of bond operators to the original initial state.

Pnew|V 〉 = Wnew|Vnew〉

6. Generate a random number A ∈ [0, 1).

7. If A < Wnew/Wold, relabel all “new” quantities as “old”.

8. Take a measurement using the state |Vold〉.

9. Go to Step 4.

Measurements

In the single projector method we can measure the ground state energy using a reference
state |Ψ〉:

E0 =
〈Ψ|HHeis|0〉
〈Ψ|0〉 =

∑
r〈Ψ|HHeisPr|V 〉∑

r〈Ψ|Pr|V 〉
=

∑
rWr〈Ψ|HHeis|Vr〉∑

rWr〈Ψ|Vr〉
(2.40)

At this point we can put in our expression for the Heisenberg Hamiltonian from (2.32).

E0 =

∑
rWr〈Ψ|

(
−∑Nnn

k=1 (Hk + 1
4
)
)
|Vr〉

∑
rWr〈Ψ|Vr〉

(2.41)

If we choose the reference state to be a classical Néel state (spins alternating over the sites,
i.e. |↑↓↑↓ · · · ↑↓↑↓〉) which has equal overlap with every valence bond state (〈ΨNéel|Vr〉 =
2−N/2 for a system of N sites) we can further simplify this formula,

E0 = −
Nnn∑

k=1

∑
rWr〈ΨNéel|Hk|Vr〉+

∑
rWr〈ΨNéel|14 |Vr〉∑

rWr〈ΨNéel|Vr〉
= −

〈
Nnn∑

k=1

2ok

〉
− Nnn

4
, (2.42)
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where ok is 1 for an off-diagonal operator (acting on sites not already joined by a valence
bond) and 0 otherwise. We can rewrite this in terms of the number of diagonal ndiag and
off-diagonal noff operators in the Hamiltonian and use the fact that ndiag + noff = Nnn,

E0 = −
〈noff

2
+ ndiag

〉
− Nnn

4
= −1

2

(
〈ndiag〉+Nnn

)
(2.43)

One way to measure this is to count the number of nearest neighbor valence bonds in every
state we measure, since there will be a diagonal term in the Hamiltonian for every nearest
neighbor bond. This method is exact in the limits m → ∞ and the number of states
sampled → ∞. It is also possible to measure 〈ndiag〉 by counting the number of diagonal
bond operators in the operator list Pr at each step, and it is exact in the limit m→∞.

It is important to note that this energy measurement is not variational, and as such can
give results lower than the ground state energy. However, the energy measurement with
the double projector method, described below, is variational and approaches the ground
state energy from above.

This algorithm is not limited to measuring the ground state energy; we can measure
other operators for which the ground state is an eigenstate. It also is possible to add in
one triplet state and measure the singlet-triplet gap [21]. And we can measure properties
of the valence bonds, like the bond length distribution or the valence bond entanglement
entropy, introduced in the next chapter.

2.4.2 Double Projector

The double projector method was also included in the original valence bond quantum
Monte Carlo paper by Anders Sandvik [21]. The main difference between the double and
single projector methods is that in the double projector method, as the name implies, we
project two states into the ground state. That is, we are propagating two different lists
of bond operators; though the trial state for each list of bond operators can be the same.
(We refer to these as the left and right lists of bond operators.) This allows us to measure
the expectation value of any operator that can act on a valence bond state, not just the
Hamiltonian.

The sampling weights in this scheme are also different, including the overlap between
the two projected states. The weight for each pair of states is:

Wtotal = WLWR〈V L|V R〉, (2.44)

where WL and WR are 2−moff (the factors of 1
2

accrued by applying off-diagonal bond
operators) for the left and right operators lists respectively.

The algorithm is as follows:
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1. Choose or generate an initial valence bond state |V 〉.

2. Generate two lists of m random bond operators Lold and Rold .

3.

Apply the lists of bond operators to the initial state.

〈V |L†old = WL
old〈V L

old| Rold|V 〉 = WR
old|V R

old〉

4.
Copy Lold to Lnew and randomly change a predetermined number, q, of the bond
operators in Lnew.

5.

Apply the new left list of bond operators to the original initial state.

〈V |L†new = WL
new〈V L

new|

6. Generate a random number A ∈ [0, 1).

7. If A < WL
newW

R
old〈V L

new|V R
old〉/WL

oldW
R
old〈V L

old|V R
old〉, relabel all “new” left quantities

as “old”.

8.
Copy Rold to Rnew and randomly change a predetermined number, q, of the bond
operators in Rnew.

9.

Apply the new right list of bond operators to the original initial state.

Rnew|V 〉 = WR
new|V R

new〉

10. Generate a random number A ∈ [0, 1).

11. If A < WL
oldW

R
new〈V L

old|V R
new〉/WL

oldW
R
old〈V L

old|V R
old〉, relabel all “new” right quantities

as “old”.

12. Take a measurement using the states 〈V L
old| and |V R

old〉.

13. Go to Step 4.
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Measurements

Using this double projector method the general expectation value an observable O is given
by

〈O〉 =

∑
i,j〈V |L†iORj|V 〉∑
i,j〈V |L†iRj|V 〉

=

∑
i,jW

L
i W

R
j 〈V L

i |O|V R
j 〉∑

i,jW
L
i W

R
j 〈V L

i |V R
j 〉

. (2.45)

We are already sampling states according to the weight from (2.44), so in this scheme we
need to measure

〈O〉 =

∑
i,jW

L
i W

R
j 〈V L

i |V R
j 〉
〈V L

i |O|V R
j 〉

〈V L
i |V R

j 〉∑
i,jW

L
i W

R
j 〈V L

i |V R
j 〉

=

〈〈V L|O|V R〉
〈V L|V R〉

〉
. (2.46)

The double projector method is much more versatile in the range of observables that
can be measured. In addition to anything that can be measured with the single projector
method we can also measure the Swap operator, spin correlations functions, and, by adding
triplet states into the mix, staggered magnetization, and spin stiffness, among other things
[29]. In Chapter 4 this double projector algorithm is used the measure the expectation
value of a Swap operator which enables the measurement of entanglement entropy.

2.4.3 Loop Algorithm

The double projector algorithm scales as max(m2, Nm) for a list of m bond operators
acting on an N -site system. Normally we use m = cN for some c > 1. If we have c < 1

2

it would not be possible to get a valence bond configuration entirely independent of the
initial state. So most often the double projector algorithm scales as m2. A significant
improvement on this scaling was made in the loop algorithm, developed by Sandvik and
Evertz in 2008 [33, 34], which scales as max(m,N).

The loop algorithm is similar to the double projector method, in that we are projecting
two states, and we can use those to find inner products and expectations values. However,
in this algorithm the bond operators are separated into their diagonal H(1) and off-diagonal
H(2) parts,

Hab(1) = 1
4
− SzaSzb (2.47)

Hab(2) = −1
2
(S+

a S
−
b + S−a S

+
b ). (2.48)

We also keep track of one of the possible spin configurations of our system. For our chosen
initial valence bond state(s) we pick a compatible spin configuration. The diagonal and
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Figure 2.8: A valence bond-spin-operator configuration for the loop algorithm for 6-site
system. There are m = 3 operators per operator list L and R. The dark (light) sites
represent up (down) spins, and the black (blue) vertical bars are diagonal (off-diagonal)
operators. The valence bond states and compatible spin states (〈V L

init|, 〈ZL|) and (|V R
init〉,

|ZR〉) are shown on the left and right edges of the diagram respectively. The dashed line
down the middle is the point in between the two operators lists, where the propagated
states 〈V L| and |V R〉 lie.

off-diagonal bond operators can only act on nearest neighbor pairs of antiparallel spins.
The off-diagonal operators flip the spins of the sites they act on, shown in Figure 2.8.

The loop algorithm is as follows:

1.
Choose or generate initial valence bond states |V L

init〉 and |V R
init〉. (These can be

chosen as the same state.)

2.
Assign a spin to each of the sites such that the spin states |ZL〉 and |ZR〉 are
compatible with the valence bonds.

3.
Generate two lists of m diagonal bond operators L and R, ensuring operators
only act on nearest neighbor pairs of antiparallel spins.

4. Generate loops from the operator configuration, as illustrated in Figure 2.8.
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5.
For each loop, flip all of the spins in that loop with probability 1

2
. This may

cause some of the diagonal operators to become off-diagonal.

6. Take measurements.

7.
Update each diagonal bond operator, placing it on a random antiparallel pair of
nearest neighbor spins.

8. Go to step 4.

Measurements

We can return to the valence bond representation to take measurements using (2.46). Con-
structing the VB-loop-operator diagram in Step 4 of the algorithm gives us the projected
valence bond configurations 〈V L| = 〈V L

init|L† and |V R〉 = R|V R
init〉. The number of loops in

the overlap 〈V L|V R〉 is easily counted, as the number of distinct loops crossing the dividing
line in the middle of the VB-loop-operator diagram. (See Figure 2.8.)
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Chapter 3

Valence Bond Entanglement Entropy

Recently a new quantity called valence bond entanglement entropy (SVB) was proposed
[13, 35, 36], which seems to have properties similar to the von Neumann entanglement
entropy (SvN). The main advantage of SVB is the simplicity of its measurement when
working in the valence bond basis. For a valence bond basis state SVB between two regions,
A and B, it is defined as

SVB
A = ln(2)NA, (3.1)

where NA is the number of valence bonds crossing the boundary between regions A and
B. (See Figure 3.1.)

SVB shares some properties with SvN; in particular, for both quantities SA = SB. Also,
as with SvN, SVB = 0 for systems with no entanglement between regions A and B. For
any single valence bond basis state (not a superposition of valence bond states) SVB and
SvN agree exactly. In one-dimensional Heisenberg spin-1/2 systems SVB seems to be in
good agreement with results from conformal field theory (CFT) for SvN [35]. However,
in two dimensions SVB shows a multiplicative logarithmic correction to the area law for
the isotropic Heisenberg model. Ground states of unfrustrated 2D spin-1/2 systems with
exclusively nearest neighbour interactions are expected to follow an area law [10, 37],
though until now there has been a lack of computational results confirming this.

To examine the correspondence of SVB to a known measure of entanglement [38] we
place our SVB data alongside measurements of SvN on the same system, calculated with
density matrix renormalization group (DMRG) [39, 40] simulations by I. Gonzalez and R.
Melko. SVB is calculated using a single projector valence bond quantum Monte Carlo (VB
QMC) scheme [22, 21].

In this chapter we begin by looking at the scaling of SVB and SvN for 1D systems with
open (OBC) and with periodic boundary conditions (PBC), and we compare the value
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Figure 3.1: The valence bond entanglement entropy (3.1) between regions A and B of a
valence bond basis state is defined as the number of valence bonds crossing between the
two regions multiplied by a factor of ln(2). This diagram shows a state with SVB

A = 7 ln(2).
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Figure 3.2: Entanglement entropies for a 1D Heisenberg chain with PBC and L=100 sites,
as a function of the conformal distance x′ = (L/π) sin(πx/L) [12].

of the conformal charge c to the expected value for this system. We then approach 2D,
looking at M -leg ladder systems to determine the scaling of these entanglement entropies.

My contribution to this project was the measurement of all of the SVB data using a
single projector quantum Monte Carlo program, and the linear regression for the SVB data.

3.1 One Dimensional Systems

We begin by simulating one dimensional systems, examining both the OBC and PBC cases.
It is convenient to denote the size of region A by the number of sites included in that region
(i.e. for a 1D system of length L, SA = S(x) is the entanglement entropy for a system where
region A contains sites {1, 2, . . . , x} and the remainder of the sites {x + 1, x + 2, . . . , L}
belong to region B.

As mentioned in section 1.4.2, for a 1D critical system, such as the 1D Heisenberg spin
chain, the scaling of the entanglement entropy is described by [12, 13, 14]

SvN
PBC =

c

3
ln(x′) + s1 (3.2)

SvN
OBC =

c

6
ln(2x′) + ln(g) +

s1

2
(3.3)
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for the two smallest points (S(1) and S(L− 1)) are removed for the calculation of c.
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Figure 3.4: Entanglement entropies for a 1D 100-site Heisenberg chain with OBC as a
function of the conformal distance x′ = (L/π) sin(πx/L).
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Figure 3.2 shows the SVB measurements for a periodic spin chain of length L = 100
sites, plotted alongside SvN data. SVB seems to fit well to the expected scaling, though
it is lower than SvN. We use linear regression to fit the SVB and SvN data for several
system sizes to Equation (3.2), and Figure 3.3 shows the results for the central charge
cvN approaching 1 (the expected value for this system [41]) as the system size increases,
however cVB approaches a lower value. It has been shown analytically [42], using the
probability distribution for valence bonds connecting subsystems of a given length, that
cVB = 12 ln 2

π2 ≈ 0.84 < cvN.

For the 100-site OBC system (Figure 3.4), we see both SvN and SVB split into two
branches, where the upper branch corresponds to an odd number of sites in region A, and
the lower branch to an even number of sites. This branching is due to a “dimerization”
effect caused by the open boundary conditions [13]. In contrast to the PBC case, SVB is
now higher than SvN implying that, unlike the successive Renyi entropies, SVB does not
give a bound on SvN . Figure 3.5 shows the linear regression fits of the lower branch of
OBC data for several different system sizes to the first term of Equation (3.3). As the
number of points included is decreased (until we are only using data where the division
between regions A and B is “far” from the open boundaries of the system) we see cvN

approach a constant value for all system sizes. As the system size increases cvN approaches
the expected value of 1 [41]. On the other hand, from the SVB data, it is not clear whether
cVB approaches a constant value for large system sizes. We see only that cVB is lower than
the expected value of 1 [36], and that it is lower than the cVB value given by the PBC data.

3.2 Approaching Two Dimensions

We now move towards two dimensions by adding “legs” to our one dimensional OBC chains.
Due to the constraints imposed by the DMRG on the geometry of region A the sites must
be arranged in a snaking pattern (Fig 3.6). The DMRG data, to which we compare SVB,
are limited to ladders with M = 7 legs because of the poor scaling of the algorithm when
approaching 2D. The VB QMC algorithm scales as Nm for a system with N sites [34], so
we measure up to M = 20 with minimal CPU effort.

Figures 3.7 and 3.8 show the entanglement entropies for three- and four-leg ladders
respectively. As with the 1D OBC spin chain, SVB > SvN for these M -leg ladders. The
entanglement entropies show different behavior depending on whether the number of legs
is even or odd. Odd-leg ladders are gapless, and so all sites contribute to the entanglement,
thus S(x) ∝ ln(x′) as in the 1D case [43]. Even-leg ladders have a spin gap and so only
sites within the correlation length ξ from the boundary between A and B contribute to
the entanglement, thus for even-leg ladders S(x & ξ) = const. Both even- and odd-leg
ladders split into branches, as shown in the figure insets, though the even-leg ladders have
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Figure 3.5: The central charge, c, for 1D OBC chains of lengths L = 64, 100, 128, and 200.
The slope of the data depends on the number of points z included in the linear regression
fit, as can be seen looking at 3.4. We fit the lower branch of the data, systematically
decreasing z until there are too few points left to get an accurate fit.
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Figure 3.6: The site numbering scheme for a M = 4 leg ladder of length L = 10. Region
A is the shaded area, and the entanglement entropy of this region is labelled by the largest
site x in region A. In this case x = 10, and we would measure S(10). This geometry is
imposed by the DMRG, but we use the same configuration in the VB QMC.

a pattern with period M whereas the odd-leg ladder entanglement entropies have a period
of 2M .

3.3 The Area Law

Using these multileg ladders we can examine the adherence of the ground state of the 2D
isotropic Heisenberg model to the area law. To do this we use M -leg ladders, including
2M2 sites within region A. This ensures that the boundary between regions A and B cuts
cleanly across all the legs of the system so that the length of the boundary is proportional
to M , while also keeping the dividing line between the two regions far enough from the
open boundaries of the system to avoid boundary effects. Additionally, the 2:1 aspect
ratio ensures that, even for odd-leg ladders, an even number of sites is included in region
A, reducing the odd-even oscillations in the entanglement entropies.

In Figure 3.9 we plot the entanglement entropies S(x)/M versus M , for M -leg ladders,
on a logarithmic scale. If the scaling of the entanglement entropy follows an area law we
should see S(x)/M approach a constant value for large M . We include both systems with
100 sites per leg, and systems with 4M sites per leg. In the second case the size of region
A is proportional to the size of the ladder, and the dividing line between regions A and B
is always cutting the ladder through the middle.

33



0 100 200 300

1

1.5

2

dfsd

VN EE

144 146 148 150 152 154 156

1.45

1.5

1.55

S
VB

S
vN

x

S
(x

)

Figure 3.7: Entanglement entropies for a three-leg ladder with OBC and 100 sites per leg.
The inset shows a close up view of the boxed region.
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Figure 3.8: Entanglement entropies for a four-leg ladder with OBC and 100 sites per leg.
The inset shows a close up view of the boxed region.
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Figure 3.10: An equal superposition of two four-site valence bond states. Region A is the
shaded region including sites 1 and 4. Region B contains sites 2 and 3. For this state
SVB

A = 2 ln(2) ≈ 1.386 and SvN
A = ln(3) ≈ 1.099.

We observe a multiplicative logarithmic correction to the area law in SVB, as previously
shown by Refs.[35, 36]. This correction, however, is not present in the SvN results from
DMRG. SvN convincingly approaches a constant value for large M , suggesting that the area
law is valid for SvN in the M →∞ limit. These results also imply that the multiplicative
logarithmic correction to the area law is present only in SVB, and not necessarily in all
measures of entanglement entropy.

3.4 Analytical Calculations

From the 1D results (Figs. 3.2 and 3.4) we saw that SVB can be either greater or less than
SvN. This can be understood through some simple examples, shown in figures 3.10 and
3.11. The first example, Fig. 3.10 is an equal superposition of two four-site valence bond
states. SVB is easily calculated as the maximal value, SVB = 2 ln(2), since there are four
bonds crossing between regions A and B, and we divide by the number of states (two in
this case). This corresponds to the way SVB would be measured in the single projector
VB QMC algorithm. For such a small system, it is not difficult to calculate SvN explicitly,
and we will do so here. We begin by writing out and normalizing the wavefunction in the
Sz basis.

|ψ〉 = C
[

(|↑1↓2〉 − |↓1↑2〉)⊗ (|↑3↓4〉 − |↓3↑4〉) + (|↑1↓4〉 − |↓1↑4〉)⊗ (|↑3↓2〉 − |↓3↑2〉)
]

(3.4)

= C
[
2|↑↓↑↓〉+ 2|↓↑↓↑〉 − |↑↓↓↑〉 − |↓↑↑↓〉 − |↑↑↓↓〉 − |↓↓↑↑〉

]
(3.5)

C =
1√
〈ψ|ψ〉

=
1√

4 + 4 + 1 + 1 + 1 + 1
=

1√
12

(3.6)
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Figure 3.11: An equal superposition of two eight-site states. Region A is the shaded region
including sites 1 − 4. Region B contains the remainder of the sites, 5 − 8. For this state
SVB

A = 0 and SvN
A ≈ 0.325.

Note that in (3.5) the spins are in numerical order |1, 2, 3, 4〉. To simplify the process of
finding the reduced density matrix ρA we relabel the states such that

|↑↑〉 → |a〉 |↑↓〉 → |b〉 |↓↑〉 → |c〉 |↓↓〉 → |d〉, (3.7)

and a subscript A specifies that the state belongs to spins 1 and 3, while B refers to spins
2 and 4.

|ψ〉 =
1√
12

[
2|a〉A ⊗ |d〉B + 2|d〉A ⊗ |a〉B −

(
|b〉+ |c〉

)
A
⊗ |c〉B −

(
|c〉+ |b〉

)
A
⊗ |b〉B

]
(3.8)

When we trace out region B, only the terms that are diagonal in region B will survive.
We can avoid writing out the full density matrix and skip straight to the reduced density
matrix. Now all the states refer to region A, spins 1 and 3.

ρA = TrB|ψ〉〈ψ| (3.9)

=
1

12

[
4|a〉〈a|+ 4|d〉〈d|+ 2

(
|b〉+ |c〉

)(
〈b|+ 〈c|

)]
=

1

6




2 0 0 0
0 1 1 0
0 1 1 0
0 0 0 2


 (3.10)

Diagonalizing ρA gives three non-zero eigenvalues all equal to 1
3
, which we use to calculate

SvN,

SvN
A = −Tr (ρA ln ρA) = −3

(
1

3
ln

(
1

3

))
= ln(3) ≈ 1.0986. (3.11)

For this system (Fig. 3.10) SVB = 2 ln(2) > SvN ≈ 1.0986. Though SVB = SvN for non-
superpositional valence bond basis states, SVB does not give the correct result for some
linear combinations of such states.

In Figure 3.11 we have another linear combination of states, this time a superposition
of two eight-site states, where region A includes the four sites on the left-hand side. In
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this case we find that SVB underestimates SvN since there are no valence bonds crossing
between regions A and B, but the two regions are still entangled. The calculation of SvN

for this state can be seen in Appendix B, where we find SvN ≈ 0.3251.

3.5 Discussion

We have compared the scaling properties of the valence bond entanglement entropy SVB

[35, 36], to the von Neumann entanglement entropy SvN in the spin-1/2 Heisenberg model
in 1D and on multi-leg ladder systems, using both VB QMC and DMRG simulations
methods. In 1D, we find that SVB closely follows the behavior of SvN, though it is less
than SvN for periodic chains, and greater than SvN for chains with open boundaries.

We also fit both entanglement entropies to the 1D conformal field theory results (Eqs.(3.2)
and (3.3)), which show excellent agreement for SvN, but show significant deviation from
the expected value of c for SVB in the large chain length limit, approaching c < 1 for both
open and periodic boundary conditions [42].

We then examined M -leg ladder systems, cutting across all legs such that the boundary
size scales with the number of legs, where we see from the DMRG results that SvN obeys
the area law in the many-leg limit. On the other hand, SVB has a multiplicative logarithmic
correction to the area law for the Néel ground state. This correction may be due to the fact
that the valence bond basis is massively overcomplete. In general, for some valence bond
basis states ψ1 and ψ2, SvN(ψ1 +ψ2) 6= SvN(ψ1)+SvN(ψ2), however we use SVB(ψ1 +ψ2) =
SVB(ψ1) + SVB(ψ2) to get the valence bond entanglement entropy

The SVB is a reasonable measure of entanglement, that is easily accessible to scalable
numerical simulations. Our demonstration that SVB is unable to give a bound on SvN,
an in particular its multiplicative log correction to the area law in 2D, make it unsuitable
to characterize e.g. topologcal phases using measurements based on additive subleading
corrections to area law scaling in vN, such as the topological entanglement entropy.

In the next chapter we explore an alternative method for measuring entanglement in
large-scale quantum Monte Carlo simulations.
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Chapter 4

Measuring Renyi Entanglement
Entropy

Though we are not able to measure SvN in VB QMC simulations, due to the inaccessiblity
of the wavefunction of the system, using a “replica trick” we are able to measure Tr(ρnA)
in our algorithm for n > 1, which allows us to measure the Renyi entanglement entropies

Sn(ρA) =
1

1− n ln [Tr (ρnA)] , (4.1)

for n > 1. For n > m these entropies have the property that Sn ≤ Sm, so the second Renyi
entropy, S2 will give the largest lower bound on SvN. The Renyi entropies are expected
to follow the same area laws obeyed by SvN [11], making them equally useful in the study
of universal quantities. The Renyi entropies together also encode information about the
whole entanglement spectrum of the system, and thus contain more information that SvN

alone [11].

In this chapter we begin by demonstrating the measurement of Tr(ρnA) using a replica
trick, and we show the specific case for n = 2 using a Swap operator on two copies of
a system. We measure S2 in 1D first, using a double projector VB QMC algorithm and
comparing the results to DMRG results for S2. We also show results generated using the
loop algorithm. We develop a method to improve the sampling of our S2 measurement using
a different Monte Carlo weight, and measuring the ratio of SwapA operators for different
sizes of region A. We then move to 2D, approaching the limit of DMRG simulations, and
look at both L × L systems with periodic boundary conditions, and M -leg ladders, as
in the previous chapter, with open boundary conditions. We find area law scaling of the
entanglement entropy in both of these geometries [44].

For this project I measured S2 with the bare SwapA operator using both a double
projector VB QMC program, and a loop algorithm VB QMC program. I also measured
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a ratio of SwapA operators using a double projector code. DMRG measurements were
performed by I. González and R. Melko.

4.1 The “Replica Trick”

In order to calculate Tr(ρnA), a quantity necessary to measure the nth Renyi entanglement
entropy for n ≥ 2, we use a trick involving replicas of the system to be studied, Ψ0.
We simulate n non-interacting replicas of the system. The expectation value of a swap
operator is measured. The purpose of the swap operator is to swap the state of the system
in region A between the non-interacting replicas. Calculating the expectation value of this
operator accomplishes two things: it (1) reorganizes the replicas 〈Ψ0 ⊗Ψ0 ⊗ · · · ⊗Ψ0| and
|Ψ0 ⊗Ψ0 ⊗ · · · ⊗Ψ0〉 into the density matrix ρn while simultaneously (2) tracing out region
B of the system. This process is independent of the basis used, as the swap operator can
be defined in any basis. We using this method in the valence bond basis, but it has since
been employed in finite temperature stochastic series expansion quantum Monte Carlo [45],
which uses the Sz basis. Below we show a method using two non-interacting copies of a
system, and a SwapA operator, to measure Tr(ρ2

A), which is necessary for the calculation
of S2 .

4.1.1 The Swap Operator

The SwapA operator acts on two copies of the system (see Figure 4.1), where the copies are
not necessarily in the same state. The action of SwapA is to exchange the configuration
of region A, between the two copies of the system. If region A has some entanglement
with region B in one or both of the copies of the system, then the two copies will become
entangled after the application of SwapA. The SwapA operator can be more clearly defined
in a product basis such as the Sz basis, in which an arbitrary state can be represented
as a weighted sum of states decomposed into the separate a region A and a region B
configuration. If we define {|α〉} as a complete basis of states spanning region A, and
{|β〉} as a complete basis of states spanning region B, then we can represent an arbitrary
state as

|ψ〉 =
∑

α

∑

β

Cα,β|α〉|β〉 (4.2)
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|ψ1〉⊗ |ψ2〉 = |V R〉

|ψ2〉

|ψ1〉

Region BRegion A

|ψ′
2〉

|ψ′
1〉

SwapA|V R〉

(b)

(a)

Figure 4.1: (a) Two non-interacting copies, |ψ1〉 and |ψ2〉, of a six-site chain where the
left three sites of each copy belong to region A, and the other sites are in region B.
(b) The same system from (a) after the SwapA operator is applied. The endpoints of the
valence bonds in region A are swapped between copies of the system. Region B remains
unswapped.
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for some set of coefficients Cα,β. Then the effect of SwapA on a two general states, |ψ1〉
and |ψ2〉 representing the two copies of the system, is

SwapA|ψ1〉 ⊗ |ψ2〉 = SwapA

(∑

α1,β1

Cα1,β1|α1〉|β1〉
)
⊗
(∑

α2,β2

Cα2,β2 |α2〉|β2〉
)

(4.3)

=
∑

α1,β1

Cα1,β1

∑

α2,β2

Cα2,β2

(
|α2〉|β1〉

)
⊗
(
|α1〉|β2〉

)
. (4.4)

And the expectation value of SwapA acting on two non-interacting copies of the ground
state will be

〈SwapA〉 = 〈Ψ0 ⊗Ψ0|SwapA|Ψ0 ⊗Ψ0〉 (4.5)

=
∑

α1,β1

∑

α2,β2

Cα2,β1Cα1,β1Cα1,β2Cα2,β2 (4.6)

=
∑

α1,α2

〈α1|ρA|α2〉〈α2|ρA|α1〉 (4.7)

= Tr(ρ2
A). (4.8)

For more detail see Appendix A. From Equation (1.6) the second Renyi entanglement
entropy is

S2(ρA) = − ln
[
Tr(ρ2

A)
]

= − ln (〈SwapA〉) , (4.9)

independent of basis. Specifically, we can use (4.9) in the valence bond basis, where the
SwapA operator acts to swap the endpoints of valence bonds within region A between
copies of the system, as in Figure 4.1.

4.1.2 Measuring the Swap Operator

Since we are using the double projector algorithm for these measurements (Section 2.4.2)
we use equations (2.45) and (2.46) to measure the SwapA operator,

〈SwapA〉 =

∑
l,rW

L
l W

R
r 〈V L

l |V R
r 〉
〈V L

l |SwapA|V R
r 〉

〈V L
l |V R

r 〉∑
l,rW

L
l W

R
r 〈V L

l |V R
r 〉

=

〈〈V L|SwapA|V R〉
〈V L|V R〉

〉
, (4.10)

though in this case |V L〉 and |V R〉 each contain two non-interacting copies of the system
we want to study, depicted in Fig. 4.1.
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Figure 4.2: The Renyi entropy S2 as a function of site index x ∈ A, for a 100-site Heisenberg
chain with open boundaries, calculated with DMRG and VB QMC. Data labeled “Swap”
was calculated with Eq. (4.10) with one VB QMC simulation.
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4.2 1D Results

We begin by measuring S2 for a 1D OBC chain of length L = 100, using the expectation
value of the Swapx operator to find S2 in VB QMC, where sites 1 through x are included
in region A. The trial state |V 〉 used is a simple dimerized state with only nearest neighbor
valence bonds. Results are shown in Figure 4.2. In the DMRG simulations, S2 is calcu-
lated in the standard way, using the eigenvalues of the reduced density matrix. One can
immediately see that the calculation of S2 with the expectation value 〈SwapA〉 gives very
large statistical errors, especially for a large number of sites inside region A.

One way to understand this result is to consider what we are actually measuring. From
Eq. (4.10) one can see we are measuring the ratio of two inner products. Since the overlap
(Eq. (2.24)) is 2Nloop−Nsites/2, this ratio of inner products is 2Nswaploops−Nloops . The quantity
we measure depends entirely on the change in the number of loops after applying a swap
operator to one of our states. For a large region A we are swapping a larger number of
sites, and the difference in the number of loops can change by a large range of values. We
have to sample states for much longer to converge on the average change in the number
of loops. In contrast, swapping only one site (x = 1) will always decrease the number of
loops by 1, so S2(1) = ln(2) always. For two sites in region A, the difference in the number
of loops can be −2 or 0. So for a small region A, the change in the number of loops has
fewer possible values.

One way to improve upon the poor sampling of 〈SwapA〉 is using the loop algorithm
(Section 2.4.3), which scales as m while the double projector method scales like Nm. Mea-
surements taken using the loop algorithm are added in Figure 4.3; they show a significant
improvement over the double projector 〈SwapA〉 measurement, though there is still no-
ticeable statistical error for large region A. If our goal was simply the measurement of
S2 instead of the demonstration of the most effective way to measure S2, we could note
that S2(A) = S2(B) and reflect the data about the midpoint, resulting in almost perfect
correspondence with the DMRG data. However, when we begin to measure larger system
sizes and move to 2D the deficiencies in measuring the bare SwapA operator will become
increasingly apparent; it is necessary to improve upon this measurement technique, which
we have done using an “improved ratio” sampling scheme.

4.3 “Improved Ratio” Sampling

Instead of measuring 〈Swapx〉 for a region A including x sites, we measure a ratio of
different Swapx operators,

〈Swapx+j〉
〈Swapx〉

=

∑
i,kW

L
i W

R
k 〈V L

i |Swapx+j|V R
k 〉∑

i,kW
L
i W

R
k 〈V L

i |Swapx|V R
k 〉

, (4.11)
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Figure 4.3: The Renyi entropy S2 as a function of site index x ∈ A, for a 100-site Heisenberg
chain with open boundaries, calculated with DMRG, VB QMC double projector algorithm
(labelled Swap), and the VB QMC loop algorithm (labelled Loop).
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Figure 4.4: DMRG and improved ratio data for a 100-site Heisenberg chain with open
boundaries. The ratio data uses jmax = 5 and requires 20 separate simulations.

where j = 1, . . . , jmax is the difference between the region sizes for the two Swap operators.
To get to the entanglement entropy from here we take the negative logarithm of (4.11) to
get

− ln

(〈Swapx+j〉
〈Swapx〉

)
= − ln〈Swapx+j〉+ ln〈Swapx〉 = S2(x+ j)− S2(x), (4.12)

so we can extract S2(x+ j) if we have S2(x) from a previous measurement. The sampling
weight from (2.44) is modified with this new measurement, to be

Wtotal = WLWR〈V L|Swapx|V R〉. (4.13)

However, modifying the sampling weight in this way means we can only measure the ratio
(4.11) for one value of x per simulation. To get S2 for all region sizes we first choose
a value for jmax. A small jmax means more improvement due to the ratio, but also more
simulations are required. We then measure the bare 〈Swapj〉 for j = 1, . . . , jmax in our first
simulation. The second simulation measures the ratio 〈Swapx+j〉/〈Swapx〉 with x = jmax.
The following simulations use x = 2jmax, 3jmax, 4jmax, . . . until we reach the maximum size
of region A. The number of simulations need for a 1D system is (L/jmax).

Figure 4.4 shows the ratio data using jmax = 5, along with the DMRG data, for the
same 100-site system as in Figs. 4.3 and 4.2. The data no longer show the large statistical
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error bars for large region A sizes, though the results are systematically lower than the
DMRG S2 results for a region A-B boundary near the middle of the 100-site system. The
improved ratio sampling unfortunately introduces a new source of systematic error not
accounted for by our error bars. S2 measurements for larger region sizes depend on the
previous measurements, thus if a measurement for a small region A has some error, that
will carry through to all other measurements, as one can see when comparing the regions
of size x = 1 and x = 99 in Figure 4.4.

4.4 2D Results

We now look at 2D L× L systems with PBC, where region A is an `× ` and region B is
the remainder of the system. For this system we must slightly change the definition of our
improved ratio estimator to fit the different geometry. Instead of j and jmax from (4.11)
and (4.12) we now use r and rmax, and measure 〈Swap`+r〉/〈Swap`〉 where ` + r is the
linear dimension of a square region A, and r = 1, . . . , rmax. We increase the size of region
A such that it is always a square, adding a row and column of sites simultaneously.

Figure 4.5 shows the Swap and ratio results for 2D PBC systems of size 8 × 8 and
12 × 12. For the 8 × 8 system the results are already almost entirely converged with the
Swap measurement, and the ratio measurements only offer a very slight improvement.
When the system size is increased to 12 × 12 the ratio results significantly improve the
measurement, though the rmax = 2 and rmax = 1 results almost exactly overlap, implying
that the results have converged to the correct answer at that point. It is possible to
improve the sampling even further adding one site at a time to the region size, instead of
only increasing the linear dimension of region A. We should note that for large values of
rmax the correct value of S2 does not fall within the error bars of the data, indicating that
the low sampling of the Swap operator may weaken the ergodicity of the simulation.

4.5 The Area Law

Using the improved ratio estimator we now examine larger systems of the same geometry
as was used in the previous section (PBC L × L systems with an ` × ` region A) in an
attempt to extract area law scaling of the entanglement entropy. Figure 4.6 show S2/`
results for systems from L = 4 to L = 32. From Section 3.3 and Ref. [38] one expects the
scaling of S1 = SvN in the Néel state to follow the area law, and we know that S2 ≤ SvN.
The data in Fig. 4.6 appears consistent with the area law S2/` ∼ const. for ` � L, in
particular we do not see a multiplicative log correction that was present in the scaling of
SVB [35, 36].
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Figure 4.5: Measurements of S2/` for 8 × 8 and 12 × 12 PBC systems with a region A
of size `. The bare 〈Swap`〉 results are shown along with the improved ratio results for
different values of rmax.
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Figure 4.6: Scaling of the entanglement entropy S2/` plotted versus ` for different sizes of
the `× ` region A and different L× L system sizes. The data are calculated using the 2D
improved ratio estimator (4.11) with rmax = 1.
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Figure 4.7: Scaling of the von Neumann and second Renui entanglement entropies S/M
plotted versus M , for M -leg ladders of length 4M . Region A contains 2M2 sites, dividing
the ladders in half with the cut is across the M legs, using one of the same geometries as
is found in Fig. 3.9. The data were measured using the 2D improved ratio estimator using
jmax = M .
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Figure 4.8: Scaling of the von Neumann and second Renyi entanglement entropies S/M
plotted versus M , for M -leg ladders of length 4M . Region A contains M2 sites, dividing
the ladders into segments one-quarter and three-quarters of its length, where the cut is
across the M legs. This geometry is quite similar to one of the geometries used in Fig 3.9.
The data were measured using the 2D improved ratio estimator using jmax = M .
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Next we examine entanglement entropy scaling for the ladder geometry studied in
Section 3.3 and Ref. [38]. The results are shown in Figure 4.7, including both DMRG
and ratio estimator VB QMC data. From the DMRG data alone it is not immediately
apparent that S2/M ∼ const., especially considering the trend in the first few data points.
Fortunately, the range of system sizes we can study is extended by the SwapA measurement
with VB QMC, and the added points make it clear that S2 does in fact follow an area law
for the Néel state.

In Figure 4.8 we examine the same systems with only M2 sites in region A. For the
small system sizes we see much larger even-odd oscillations, as we go to larger system sizes
both Figs. 4.7 and 4.8 follow the same area law scaling.

4.6 Discussion

We have presented a method which can be used to measure the Renyi entropies for n > 1,
with quantum Monte Carlo simulations in the valence bond basis, employing a “replica
trick”. We demonstrate this method by measuring the second Renyi entropy S2 using the
expectation value of a SwapA operator acting on two copies of the system. With the use of
a ratio estimator we improve the sampling of our algorithm and our results for S2 converge
to the exact results for a 1D Heisenberg chain with open boundaries. Using this same
method we present the first measurements of S2 on 2D periodic L×L and open boundary
ladder systems, confirming the area law for the Néel ground state of the Heisenberg model.
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Chapter 5

Conclusions

In this thesis we have examined methods for measuring entanglement entropy in spin-1/2
Heisenberg systems using quantum Monte Carlo in the valence bond basis. We began by
presenting the quantum Monte Carlo techniques used in this research: the single projector
method, the double projector method, and the loop algorithm.

We then used the single projector method technique to directly compare the recently
proposed valence bond entanglement entropy to the standard definition of entanglement
entropy: the von Neumann entanglement entropy, measured using density matrix renor-
malization group simulations. We found that the valence bond entanglement entropy,
unlike the Renyi entanglement entropies, does not give a bound on the von Neumann en-
tanglement entropy, and that it exhibits a multiplicative logarithmic correction to the area
law scaling, which is not present in the scaling of the von Neumann entanglement entropy.
Though the valence bond entanglement entropy has the advantage of its simplicity of mea-
surement, presence of the multiplicative correction to the area law scaling may make it
unsuitable to study universal additive subleading corrections to area law scaling in vN.

We then presented a method to measure the generalized Renyi entanglement entropies
(excluding S1) through the expectation value of a Swap operator acting on non-interacting
copies of a system. Measurements of the second Renyi entropy were done using double
projector valence bond quantum Monte Carlo and results were compared to those obtained
using density matrix renormalization group simulations. We found the Monte Carlo results
converged to the exact DMRG results for one dimensional Heisenberg spin-1/2 chains. We
also saw, using both an M leg ladder geometry and a torus geometry, that the scaling of
the second Renyi entropy follows an area law in the two dimensional Heisenberg ground
state.

In the future we hope to improve the sampling of our Renyi measurement to the point
where it is possible to extract subleading corrections to the area law. One way we may
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accomplish this is by experimenting with different reweighting schemes for the measurement
of the Swap operator. There is a technique called multicanonical sampling [46, 47] which
allows the simulation to reach every point in the space of values of 〈Swap〉 with equal
probability with the help of a weighting function.

The measurement of Renyi entropy has already been extended to use in finite tem-
perature Stochastic Series Expansion quantum Monte Carlo simulations [45], where it was
found that the mutual information (a quantity related to the difference on Renyi entropies)
converges to a limiting function of temperature, with apparently nontrivial corrections near
critical points. Further measurements in systems near critical points could allow the extrac-
tion of a suspected universal critical exponent present in the scaling of mutual information.

We have developed the first method that can be used to measure entanglement entropy
in condensed matter systems with a scalable simulation technique. This will allow us to use
quantum Monte Carlo simulations of entanglement entropy to characterize novel quantum
phases and phase trasitions, including measuring new universal quantities at critical points,
through the subleading corrections to the area law.
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Appendix A

Expectation Value of the Swap
Operator

〈SwapA〉 = 〈Ψ0 ⊗Ψ0|SwapA|Ψ0 ⊗Ψ0〉 (A.1)

=


∑

α′
1,β

′
1

Cα′
1,β

′
1

∑

α′
2,β

′
2

Cα′
2,β

′
2

(
〈α′1|〈β′1|

)
⊗
(
〈α′2|〈β′2|

)

×

(∑

α1,β1

Cα1,β1

∑

α2,β2

Cα2,β2

(
|α2〉|β1〉

)
⊗
(
|α1〉|β2〉

)
)

(A.2)

=
∑

α′
1,β

′
1

∑

α1,β1

Cα′
1,β

′
1
Cα1,β1

∑

α′
2,β

′
2

∑

α2,β2

Cα′
2,β

′
2
Cα2,β2〈α′1|α2〉〈β′1|β1〉〈α′2|α1〉〈β′2|β2〉 (A.3)

=
∑

α1,β1

∑

α2,β2

Cα2,β1Cα1,β1Cα1,β2Cα2,β2 (A.4)

=
∑

α1,α2

(∑

β1

Cα1,β1Cα2,β1

)(∑

β2

Cα2,β2Cα1,β2

)
(A.5)
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We should pause here to work backwards for a bit.

ρA = TrB|Ψ0〉〈Ψ0| (A.6)

= TrB

[(∑

α1,β1

Cα1,β1|α1〉|β1〉
)(∑

α2,β2

Cα2,β2〈α2|〈β2|
)]

(A.7)

=
∑

β3

〈β3|
[(∑

α1,β1

Cα1,β1|α1〉|β1〉
)(∑

α2,β2

Cα2,β2〈α2|〈β2|
)]
|β3〉 (A.8)

=
∑

β3

[(∑

α1

Cα1,β3|α1〉
)(∑

α2

Cα2,β3〈α2|
)]

(A.9)

If we relabel β3 → β1 and compute a matrix element:

〈α1|ρA|α2〉 = 〈α1|
∑

β1

[(∑

α1

Cα1,β1|α1〉
)(∑

α2

Cα2,β1〈α2|
)]
|α2〉 (A.10)

=
∑

β1

Cα1,β1Cα2,β1 , (A.11)

you may notice that (A.11) is one of the expressions found in (A.5). Now we can continue
the calculation of 〈SwapA〉.

〈SwapA〉 =
∑

α1,α2

(
〈α1|ρA|α2〉〈α2|ρA|α1〉

)
(A.12)

=
∑

α1

(
〈α1|ρA

∑

α2

|α2〉〈α2|
︸ ︷︷ ︸

1

ρA|α1〉
)

(A.13)

=
∑

α1

〈α1|ρ2
A|α1〉 (A.14)

〈SwapA〉 = Tr(ρ2
A) (A.15)
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Appendix B

Small-Scale Entropy Calculation

Here we find the von Neuman Entanglement Entropy (SvN) of a state which is a linear
combination (with equal parts) of all vertical and all horizontal valence bonds in a 2x4 site
system. None of the bonds cross the boundary between subsystems A and B. The system
is illustrated in the diagram below.

Figure B.1: An equal superposition of two eight-site states. Region A is the shaded
region including sites 1− 4. Region B contains the remainder of the sites, 5− 8. For this
state SVB

A = 0 and SvN
A ≈ 0.325.

We start by writing out the wavefunction of the system, where C is the normalization
constant.

|ψ〉 = C [(|↑1↓2〉− |↓1↑2〉)⊗ (|↑3↓4〉− |↓3↑4〉)⊗ (|↑5↓6〉− |↓5↑6〉)⊗ (|↑7↓8〉− |↓7↑8〉)]
+C [(|↑1↓3〉− |↓1↑3〉)⊗ (|↑2↓4〉− |↓2↑4〉)⊗ (|↑5↓7〉− |↓5↑7〉)⊗ (|↑6↓8〉− |↓6↑8〉)]

|ψ〉 = C
[

(|↑1↓2↑3↓4〉 − |↑1↓2↓3↑4〉 − |↓1↑2↑3↓4〉+ |↓1↑2↓3↑4〉)⊗
(|↑5↓6↑7↓8〉 − |↑5↓6↓7↑8〉 − |↓5↑6↑7↓8〉+ |↓5↑6↓7↑8〉)

]

+ C
[

(|↑1↑2↓3↓4〉 − |↑1↓2↓3↑4〉 − |↓1↑2↑3↓4〉+ |↓1↓2↑3↑4〉)⊗
(|↑5↑6↓7↓8〉 − |↑5↓6↓7↑8〉 − |↓5↑6↑7↓8〉+ |↓5↓6↑7↑8〉)

]
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|ψ〉 = C[ |↑1↓2↑3↓4〉 ⊗ (|↑5↓6↑7↓8〉 − |↑5↓6↓7↑8〉 − |↓5↑6↑7↓8〉+ |↓5↑6↓7↑8〉)
+|↑1↓2↓3↑4〉 ⊗ (−|↑5↓6↑7↓8〉+ |↑5↓6↓7↑8〉+ |↓5↑6↑7↓8〉 − |↓5↑6↓7↑8〉)
+|↓1↑2↑3↓4〉 ⊗ (−|↑5↓6↑7↓8〉+ |↑5↓6↓7↑8〉+ |↓5↑6↑7↓8〉 − |↓5↑6↓7↑8〉)
+|↓1↑2↓3↑4〉 ⊗ (|↑5↓6↑7↓8〉 − |↑5↓6↓7↑8〉 − |↓5↑6↑7↓8〉+ |↓5↑6↓7↑8〉)
+|↑1↑2↓3↓4〉 ⊗ (|↑5↑6↓7↓8〉 − |↑5↓6↓7↑8〉 − |↓5↑6↑7↓8〉+ |↓5↓6↑7↑8〉)
+|↑1↓2↓3↑4〉 ⊗ (−|↑5↑6↓7↓8〉+ |↑5↓6↓7↑8〉+ |↓5↑6↑7↓8〉 − |↓5↓6↑7↑8〉)
+|↓1↑2↑3↓4〉 ⊗ (−|↑5↑6↓7↓8〉+ |↑5↓6↓7↑8〉+ |↓5↑6↑7↓8〉 − |↓5↓6↑7↑8〉)
+|↓1↓2↑3↑4〉 ⊗ (|↑5↑6↓7↓8〉 − |↑5↓6↓7↑8〉 − |↓5↑6↑7↓8〉+ |↓5↓6↑7↑8〉) ]

= C[ |↑1↓2↑3↓4〉 ⊗ (|↑5↓6↑7↓8〉 − |↑5↓6↓7↑8〉 − |↓5↑6↑7↓8〉+ |↓5↑6↓7↑8〉)
+|↑1↓2↓3↑4〉 ⊗ (−|↑5↓6↑7↓8〉+ 2|↑5↓6↓7↑8〉+ 2|↓5↑6↑7↓8〉 − |↓5↑6↓7↑8〉

−|↑5↑6↓7↓8〉 − |↓5↓6↑7↑8〉)
+|↓1↑2↑3↓4〉 ⊗ (−|↑5↓6↑7↓8〉+ 2|↑5↓6↓7↑8〉+ 2|↓5↑6↑7↓8〉 − |↓5↑6↓7↑8〉

−|↑5↑6↓7↓8〉 − |↓5↓6↑7↑8〉)
+|↓1↑2↓3↑4〉 ⊗ (|↑5↓6↑7↓8〉 − |↑5↓6↓7↑8〉 − |↓5↑6↑7↓8〉+ |↓5↑6↓7↑8〉)
+|↑1↑2↓3↓4〉 ⊗ (|↑5↑6↓7↓8〉 − |↑5↓6↓7↑8〉 − |↓5↑6↑7↓8〉+ |↓5↓6↑7↑8〉)
+|↓1↓2↑3↑4〉 ⊗ (|↑5↑6↓7↓8〉 − |↑5↓6↓7↑8〉 − |↓5↑6↑7↓8〉+ |↓5↓6↑7↑8〉) ]

Now we can normalize the state.

〈ψ|ψ〉 = C2 = 4× (1 + 1 + 1 + 1) + 2× (1 + 4 + 4 + 1 + 1 + 1)

= 40

For simplicity we relabel the states.

|a〉 = |↑5↓6↑7↓8〉 |c〉 = |↓5↑6↑7↓8〉 |e〉 = |↑5↑6↓7↓8〉
|b〉 = |↑5↓6↓7↑8〉 |d〉 = |↓5↑6↓7↑8〉 |f〉 = |↓5↓6↑7↑8〉

Now a few steps are skipped as we trace out region A of the system to get the reduced
density matrix of region B.

ρB = TrA|ψ〉〈ψ|

=
1

40

[
2×

(
|a〉 − |b〉 − |c〉+ |d〉

)(
〈a| − 〈b| − 〈c|+ 〈d|

)

+ 2×
(
|e〉 − |b〉 − |c〉+ |f〉

)(
〈e| − 〈b| − 〈c|+ 〈f |

)

+ 2×
(
|a〉 − 2|b〉 − 2|c〉+ |d〉+ |e〉+ |f〉

)(
〈a| − 2〈b| − 2〈c|+ 〈d|+ 〈e|+ 〈f |

) ]
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ρB =
1

20

[
|a〉〈a | − |a〉〈b | − |a〉〈c | + |a〉〈d | − |b〉〈a | + |b〉〈b | + |b〉〈c | − |b〉〈d |

− |c〉〈a | + |c〉〈b | + |c〉〈c | − |c〉〈d | + |d〉〈a | − |d〉〈b | − |d〉〈c | + |d〉〈d |
+ |e〉〈e | − |e〉〈b | − |e〉〈c | + |e〉〈f | − |b〉〈e | + |b〉〈b | + |b〉〈c | − |b〉〈f |
− |c〉〈e | + |c〉〈b | + |c〉〈c | − |c〉〈f | + |e〉〈e | − |e〉〈b | − |e〉〈c | + |e〉〈f |
+ |a〉〈a | −2 |a〉〈b | −2 |a〉〈c | + |a〉〈d | + |a〉〈e | + |a〉〈f |
−2 |b〉〈a | +4 |b〉〈b | +4 |b〉〈c | −2 |b〉〈d | −2 |b〉〈e | −2 |b〉〈f |
−2 |c〉〈a | +4 |c〉〈b | +4 |c〉〈c | −2 |c〉〈d | −2 |c〉〈e | −2 |c〉〈f |
+ |d〉〈a | −2 |d〉〈b | −2 |d〉〈c | + |d〉〈d | + |d〉〈e | + |d〉〈f |
+ |e〉〈a | −2 |e〉〈b | −2 |e〉〈c | + |e〉〈d | + |e〉〈e | + |e〉〈f |
+ |f〉〈a | −2 |f〉〈b | −2 |f〉〈c | + |f〉〈d | + |f〉〈e | + |f〉〈f |

]

=
1

20

[
2 |a〉〈a | −3 |a〉〈b | −3 |a〉〈c | +2 |a〉〈d | + |a〉〈e | + |a〉〈f | .

−3 |b〉〈a | +6 |b〉〈b | +6 |b〉〈c | −3 |b〉〈d | −3 |b〉〈e | −3 |b〉〈f |
−3 |c〉〈a | +6 |c〉〈b | +6 |c〉〈c | −3 |c〉〈d | −3 |c〉〈e | −3 |c〉〈f |
+2 |d〉〈a | −3 |d〉〈b | −3 |d〉〈c | +2 |d〉〈d | + |d〉〈e | + |d〉〈f |
+ |e〉〈a | −3 |e〉〈b | −3 |e〉〈c | + |e〉〈d | +2 |e〉〈e | +2 |e〉〈f |
+ |f〉〈a | −3 |f〉〈b | −3 |f〉〈c | + |f〉〈d | +2 |f〉〈e | +2 |f〉〈f |

]

=
1

20




2 −3 −3 2 1 1

−3 6 6 −3 −3 −3

−3 6 6 −3 −3 −3

2 −3 −3 2 1 1

1 −3 −3 1 2 2

1 −3 −3 1 2 2



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The matrix ρB was diagonalized using MATLAB.

ρdiag
B =

1

10




9 0 0 0 0 0

0 1 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0




We can finally compute the entanglement entropy.

SvN
B = −Tr (ρBlnρB) = −Tr(ρdiag

B lnρdiag
B )

= −Tr







0.9 0 0 0 0 0

0 0.1 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0




ln







0.9 0 0 0 0 0

0 0.1 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0










= −0.9ln(0.9)− 0.1ln(0.1) ≈ 0.325 6= SVB
B = 0
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