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Abstract

A practical formulation of the economic dispatcllgem is based on treating the problem as
a non-convex optimization problem in which the piad non-convex cost functions are
taken into consideration. Formulating the econowligpatch problem as a non-convex
optimization problem and finding a better qualitfugion to this problem has consumed a
large portion of the research for decades. Alméspraviously presented solutions to the
non-convex economic dispatch problem are centilsmutions. Recently, as a result of
current research directions towards enabling thartsmgrid, a new research trend has
emerged. This new research trend is to solve thenauic dispatch problem using
decentralized and distributed mechanisms. Amongeth@mechanisms, the consensus on
lambda approach is the best known mechanism. Almhekvof this approach is that it can
solve only the economic dispatch problem with congest functions; in addition, it lacks
the appropriate mechanism for incorporating thedmaission losses.

This thesis presents a new decentralized approacitsdiving the economic dispatch
problem. The proposed approach consists of eitherar three stages. In the first stage, a
flooding-based consensus algorithm is proposedrdieroto achieve consensus among the
agents with respect to the units and system datthel second stage, a suitable algorithm is
used for solving the economic dispatch problemllpday each agent. For cases in which a
non-deterministic method is used in the secondestagthird stage is applied to achieve
consensus on the final solution of the problemhwaitflooding-based consensus algorithm
for sharing the information required during thiage. The required communication time by
the proposed approach has been approximated usibg doftware. Four case studies were
examined for validation purposes. The results shioat the proposed approach is highly
effective for both solving the non-convex formutetiof the economic dispatch problem and
incorporating transmission losses accurately inlly tlecentralized manner. Moreover, the
proposed approach can also be applied with som@aattan to solve the economic dispatch
problem with convex cost functions; in this cases ivery competitive to the consensus on
lambda approach.
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Chapter 1
Introduction

1.1 Preface

Solving the Economic Dispatch Problem (EDP) is ohtéhe most important tools of power
system operation. The objective of solving it istoimize the total generation cost of the
generation units while satisfying numerous constsaassociated with both the units and the
system. The simplest formulation of the EDP invelw®nvex cost functions and neglects
many practical cost functions, such as those inmghthe valve-point effect or prohibited
operating zones and those for multiple fuel unitee simplest formulation is either an
approximated formulation or, when many practicatconvex cost functions are present in
the actual system, a completely improper formukati®uch an improper formulation and the
solution based on it may result in monetary lossdéke order of millions of dollars per year.
A more practical EDP formulation is based on tregatthe problem as a non-convex
optimization problem in which practical non-convesost functions are taken into
consideration. Almost all previously presented B8ohs to the non-convex economic
dispatch problem (NCEDP) are centralized solutionerein the problem is solved by a
central authority. Recent studies directed at engldmart grids have led to a new research
trend: the development and investigation of sohdito the EDP based on decentralized and
distributed mechanisms [1]-[6]. The primary motigas for this trend are as follows:

 The extensive employment of smart grid conceptd i{gehd to communication
congestion and complexity in central managemertesys The complexity inherent
in centralized controllers may make it difficultrf@ystem operators to act on
information collected from smart grid sensors inagpropriate time frame [1], and
the resultant communication congestion requiresga-bandwidth communication
infrastructure [5].

* Fully decentralized systems do not give rise toceoms about reliability issues
related to single point failure [1]-[6].

» Distributed and decentralized systems are moreallealand more flexible with
respect to system changes than centralized systamdshence can effectively



accommodate the variable topology and the plugfag-feature associated with
smart grids [4].

Based on these factors, the need for consideratidnnvestigation of decentralized EDP
solutions is apparent. However, the literature diees only a few attempts to solve the
NCEDP in a distributed manner. Almost all previqusbroposed distributed and
decentralized algorithms are based on an appraeadiving consensus on the incremental
cost variable [1]-[4]. This approach can be usely for solving the EDP with convex cost
functions in a distributed manner, and transmisdiosses cannot be appropriately or
accurately incorporated. Previous attempts to pa@te transmission losses, such as in [1]
and [5], are based on the assumption that thedosficients are always constant or are
provided to the agents by a central authority. Arotattempt to incorporate transmission
losses into a distributed algorithm is that progose[4]; however, the results produced by
the first case study reported in [4] show that thethodology used to incorporate the
transmission losses yields inaccurate results,cepewhen a substantial change in system
state occurs between one dispatching period anchélke such as a significant change in
system load. The only attempt to solve the NCEDiAgus distributed algorithm is that
reported in [5]; nevertheless, in addition to theadvantage of the assumption of constant
loss coefficients or central authority assistanceomputing the loss coefficients, another
inadequacy is that better-quality solutions for MEEDP can be obtained if an efficient
metaheuristic technique are used rather than tkermdmistic algorithm proposed by the
authors in [5]. The advantages of the approachepted in this thesis are as follows:

* The proposed approach is fully decentralized, withneed of a central authority to
compute the total number of agents, the total ay$bad, or the transmission losses.

* The proposed approach can be adapted for solvitigthe convex and the practical
non-convex formulation of the EDP.

» Transmission losses are incorporated effectively.

» Because the proposed approach can share transmiis&adata and bus data among
the agents in a reasonable timespan that is equal kess than a few seconds, the
proposed fully decentralized approach can be addptesolving other power system
optimization problems in a fully decentralized menrsecurity-constrained economic
dispatch, unit commitment, and optimal power flow.



1.2 Objectives
The main objectives of this thesis are as follows:

* Studying and investigating previously proposed deedized and distributed
approaches for solving the economic dispatch proble

 Developing a new decentralized approach which helés limitations of the
previously proposed approaches for solving the lprob

* Providing the suitable case studies and experirtienttor validating the operation of
the proposed approach and for comparing it witlvipresly proposed approaches.

1.3 Thesis Outline

The thesis consists of five chapters. In chaptexr @eneral overview about the EDP and the
distributed algorithms is presented followed byoanplete literature survey of the previous
decentralized and distributed solutions to the EDRapter 3 introduces the proposed
approach for solving the EDP in a fully decentradiznanner. The case studies are provided
in Chapter 4. Finally, discussion and conclusian@esented in Chapter 5.



Chapter 2
Literature Survey

The purpose of this chapter is to present a lweeasurvey of the decentralized and
distributed solutions to the economic dispatch [mwb Before presenting this survey, some
important definitions are reviewed.

2.1 Formulation of the Economic Dispatch Problem

2.1.1Simple Formulation

The following represents a simple formulation af 8DP:

n
MinimizeCr =>.C/(R) (21)
i=1
Subject to
Rmin < R < me 22)
n
Y R=R+R (2.3)

i=1
Where G (R) is the cost function of generation unit i; P is the power output of generation
P™N PM 5re the lower
and upper limits of generation unit i, respectively; and P,_ is the total system losses computed
using Kron’s loss formula, as follows:

n n n
P =22 RB;P; + > ByR + By, (2.4)
i=1j=1 i=1

unit i; N is the number of generators; Pp is the total system load;

Where B, B, Booare the loss coefficients. The generation costtionds modelled with the
following quadratic formula:
Ci(P)=a +b P +¢ P? (2.5)

Where @ b, and ¢are the fuel cost coefficients of unit i. In tHeoae formulation, when the
transmission line losses are neglected, this faatrarl becomes the simplest formulation to
the EDP.

2.1.2EDP Considering the Valve-Point Effects

Real input-output cost curves of generator units reon-convex due to valve-point effects.
Cost functions that include the valve-point effezds be written as follows [7]



C(Rs)=a +h Ry +G RS +d X‘sin(qx 5"~ Py )j (2.6)

Where ¢ and ¢ are cost coefficients of unit Figure 2.1 shows two cost curves; one with
valve-point effects and the second without valvexpeffects.
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Figure 2.1 Generation unit cost curves with andhauit valve-point effects

2.1.3EDP Considering Multiple Fuels Units

Practically, some thermal generation units are seghpvith multiple fuels such as oil and
natural gas. This requires that each unit be medellith several piecewise quadratic
functions as follows:

a,+0, Py +G,P5, fuel 1, PGTin < Fsi < Fain

2
C(Py) = aizz"'t%zpezi +Ci2P(:3i1 fuel :21PGi1< i 5 Fei 2 2.7)

2
&, +b, Ps +G, RS, fuel n, Ry <Py < Rg™

Where @,bin,cin are cost function coefficients of unit i with fugpe n. Figure 2.2 shows the
effect of considering multiple fuels on the costdtion shape of a certain unit.

2.1.4EDP Considering Prohibited Operating Zones

Physical operating limitations may result in costves with prohibited operating zones. To
model these zones, the following constraints masidred to the problem formulation:



P™ <P <R, (i=1,2,....n

PY1<PR <R (j=2.3,...0) (= 1,2,....r 2.8)
<P < p™¥ (i=12,..n

Where Pi,',- is the lower bound of the jth prohibited operataane of unit |F.’“J is the upper
bound of the jth prohibited operating zone of un#ndnj is the total number of prohibited

operating zones in unit i. Figure 2.3 shows an etanof cost function with prohibited
operating zones.

80 \

—Fuel 1 i
704 —Fuel 2
600- |—Fuel3 i

500 b

-

400- b

Cost ($/hr)

300 a
—
200

100 // ]

PSO 200 250 300 350 400 450 500
Power (MW)
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2.2 Multi-agent Systems

2.2.1An agent

An agent can be defined as a software componenh#sasome specific characteristics. The
most important characteristics of agents are [8]:

* Reactivity: agents can perceive the surroundingrenment through sensors and
measuring devices and can respond to changes entli@nment.

* Proactivity: agents can not only take actions ispo:mse to changes in the
environment but can also initiate actions to achipredefined goals at specific time
points.

* Autonomy: agents can take decisions like chandneg internal state or interacting
with the surrounding environment without human néation.

» Sociality: agents can communicate and cooperate lwitmans and/or other agents to
achieve certain goals.

2.2.2Multi-agent System

Multi-agent system is a group of agents that ate abinteract with the environment. The
Multi-agent system can solve difficult problemsttbannot be solved by an individual agent
like managing complex systems.

2.2.3The FIBA Agent Communication Language

For the agents to communicate with each other, camcation languages are needed. In
1995, FIPA was established. FIPA stands for Fouoddor Intelligent, Physical Agents. It
consists of a collection of academic and industoiganizations. FIPA" main goal is to
develop a set of standards and agent communicddoguages for software agent
technologies. FIPA developed the FIBA Agent Commation Language (FIPA-ACL).
FIPA-ACL is based on the speech act theory whiatestthat each message has an intention
or communication act. For this reason, each messagen accompanying performative or
act beside the message content. This performapeeifees the intention of sending the
message and what the sender expects the receivr vath the content of the message.
Some examples of performatives are inform, accegfyyse, propose, not-understand or
confirm.



2.2.40ntology

The agents have to agree about a certain set winglogies and concepts in order to
understand each other. This set of terminologied aoncepts constitutes a body of
knowledge that is known as the ontology. For examipl power systems, if an agent sends a
message to another agent asking about “the powesrgied”, the second agent should be
able to understand what is meant by the terminoltigpg power generated”. Another
example, if an agent sends a message to anothet thge controls a generating unit asking
to “increase the output power of the unit”, theaet agent should be able to understand
what is meant by the concept “increasing the oupowter”. Defining a set of terminologies
and concepts for the agents so that they can uaddrgeach other means defining ontology
for them.

2.2.5Protocols

Protocols are the rules that govern and organieectmmunication between the agents.
Defining a set of rules that organize the intemattand communication between the agents
means defining some protocols.

2.2.6Distributed Systems

A distributed system is a collection of distributetities that are connected with a network.
In distributed systems, the communication betwdendistributed entities is usually done
while processing the data and while taking decsionsolving problems.

2.2.7Fully Distributed Systems

Fully distributed systems are distributed systemsvinich there is no leader or commander
for organizing and coordinating the interactionwestn the agents. In fully distributed

systems, the agents do not need a centralized réytlo a leader in order to accomplish

their tasks and achieve their goals successfully.

2.2.8Decentralized Systems

In decentralized systems, the data processing aogidn making are done locally by each
agent. Communication in the decentralized systeswglly occurs before the decision
making process in order to collect information. fEhés no communication between the
agents while they are working on solving a probleoally or making decisions.



2.2.9Fully Decentralized Systems

Fully decentralized systems are decentralized sysia which there is no leader or central
authority at all either for organizing the data ratg between the agents or organizing the
data processing locally by each agent. For exanipléere is a leader that helps in
initializing and sharing the data between the agjant each agent processes the data locally
and takes a decision locally, then this is an exarmpa partially decentralized system or just
a decentralized system but not a fully decentrdlsestem.

2.2.10The JADE Platform

General architecture of multi-agent system simdlatging JADE software is shown in figure
2.4. As shown in this figure, the JADE platform smmts of one or more containers, and each
container contains some agents. Containers of taiceplatform can be distributed over
different computers as in platform 1 in figure 2#they can exist on one computer. Each
platform should have a special container calledvilaen Container. This container is the first
container that starts in the platform, and thendtier containers in the platform register
with it. Each main container contains two specgdrds, the Directory Facilitator (DF) agent
and the Agent Management System (AMS) agent. Thad¥nt is responsible for providing
the yellow pages service. The AMS agent is resptmdior managing the platform. It
performs management actions like starting an aghting an agent or shutting down the
platform. All the agents in the platform registathwthe AMS agent that provides a directory
for all the present agents in the platform andrtharrent states. Another special agent that
can be seen in a JADE platform is the Remote MdngoAgent (RMA). This agent is
responsible for implementing a graphical platforrmnagement console which provides a
visual interface for monitoring the JADE platform shown in figure 2.5.

2.3 Graph Theory Definitions and Concepts
To discuss the consensus algorithm, some graphytlisdinitions and concepts have to be
discussed first.

A graph G (V, E) consists of a set of vertices \d @nset of edges E that connects these
vertices. The set of vertices can be defined as{Wss v, ..... , W} Where n is the total
number of vertices in the graph. The set of edgearEbe defined as

E={(vi,v;) : wOV& v, 0V} (2.9)



A graph G (V, E) is directed if the set of edgessists of ordered set of vertices, and a
graph is undirected if the set of edges consistanoirdered set of vertices. A graph that
contains no loops or multiple edges is called gp#ngraph. An undirected graph G is said to
be connected if it has at least one path betwegntvao vertices in the graph. A directed
graph or digraph is said to be strongly connedtédhias at least one directed path between
any two vertices in the graph. Any connected gnajthout loops is called a tree, and the tree
that contains all the vertices of the graph isechl spinning tree. The neighbors of a vertex

Viin the graph G (V, E) are defined as

| DF
@ )
Main Container

Host 5

N ={v;:(v,v)) 0B (2.10)
Agents
((((a) Platform 1
&\&_/

\/(?(7\7;1 Agents &l:/ls\ w/ IZ;F w/(?(iF(;l Agents
. . . .

Register with Register with

\ | \

Host 2 Host 1 Host 3
/ - \/// 7\‘\/"’ —
_ N
- )
C D,
: Network
C D
\\ 1/\)/ P
Agents Agents
/(7(7@ Platform 3 T77o) Platform 2
( ( [ D1 |
AN NN/
(ws) | (o y )

\/AMS \/DF
Main Container

Host 4

Figure 2.4 General architecture of multi-agenteyssimulated using JADE
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The degree of a vertex in a graph is the numbedgés that have this vertex in common.
It is donated by deg {v The degree matrix of a graphns<n diagonal matrix D with the
diagonal elements;B= deg (V).

Dll 0 e 0
D=l . . 0 (2.11)
0 - 0 D,
J RMA@Wael-PC1:1099/JADE - JADE Remote Agent Management GUI - F

File Actions Tools Remote Platforms Help

B e deRdh ad BE Se L e P
4 IC:IAgentF'IatformS name |addresses state owner
¢ B3 "Wael-PC1-1009/JADE" “namE ADDRES... |STATE OWNER
¢ B3 Main-Container
RMA@\Wael-PC1:1099/JADE |:
& ams@Wael-PC1:1099/JADE ;
di@Wael-PC1:1099/JADE

Figure 2.5 GUI interface for monitoring the JADE&{hOrm

The incidence matrix A in the case of undirecteabfrwith m vertices and n edges is an
mxn matrix in which @ = 1 if edge pis incident on vertex;vand zero otherwise. The
incidence matrix A in case of directed graph withventices and n edges is anxn matrix
in which g = 1 if edge genters vertexva; = -1 if edge gleaves vertex;vand g = 0
otherwise. Adjacency matrix C of graph G with ntieas isn xn matrix with elements;e1
if vertex v is adjacent to vertex;\and zero otherwise. The difference between theedeg
matrix D and the adjacency matrix A is defined ks taplacian matrix L. The second
smallest eigenvalue of L is the algebraic connégtf the graph.

L=D-A (2.12)
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2.4 The Consensus Algorithm

The consensus algorithm can be defined as an #igorihat will lead to an agreement
between the agents about a certain state valie.sHid that the agents of a network have
reached a consensus if and only;it=x; for all i, j.

2.4.1The Average Consensus Algorithm

The best known consensus algorithm is the averagseasus algorithm. The continuous-
time version of the average consensus algorithnbeanritten as

% ()= D a;(x;(t) =% (1) (2.13)

JON;
Where @ is the (i,j) element of the adjacency matrix. Etm®ve dynamics can be written in
more compact form as follows:

X=-LX (2.14)

Where L is the graph Laplacian matrix. The soluttdthe above set of differential equations
is

1 .
X=-2%(0)  i=12-n (2.15)
i
The discrete-time version of the average consealgiosithm is given by [9]

X (k+1)=x (K)+w 2 a;(x; (k)= k) (2.16)

JON;
The above equation can be written in the followdngipact form
X(k +1) = Px(k) (2.17)
Where is the step size, and P is the Perron matrix aodlé -« , where | is the identity

matrix and L is the laplacian matrix.

2.4.2The Minimum Consensus Algorithm

In the minimum consensus algorithm, the final statieie of all the agents would be equal to
the smallest initial value among them. The minimgonsensus algorithm is achieved
through the following protocol [10]
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% (k+1) = min{x (k), minx; (k)} (2.18)
JUN;

2.4.3The Maximum Consensus Algorithm

In the maximum consensus algorithm, the final statae of all the agents would be equal to
the largest initial value among them. The maximumsensus algorithm is achieved through
the following protocol [10]

% (k+1) = max{x (k),Jng_XXj Q) (2.19)

2.4.4The Consensus on the most up-to-date Information

In the consensus on the most up-to-date informattoa algorithm is based on associating

timestamp information to the state value of eacknagy]. This enables each agent to store
the most up-to-date information it receives frora tther agents. Each agent carries a state
vector x and a timestamp vectonthere

t, OR"

v OR" (2.20)

Where n is the total number of agents.
Xii is the element in the vectortikat carries the state of bus i evaluated at bus i.
X;j is the element in the vectortkat carries the state of bus j evaluated at bus i

The values of xare updated with the most up-to-date informatisimgi the timestamp t
associated tojx The protocol used by each agent to achieve censeon the most up-to-
date information is presented in [4].

2.5Recent Advances in Developing Decentralized and Digkbuted Solutions for the
EDP

2.5.1Solving the EDP using a Consensus on Lambda Appradac

In [2], the authors proposed a novel consensusdbdistributed algorithm to solve the EDP.
The algorithm can be implemented in a fully disitéd system. The algorithm assumes that
a strongly connected communication graph conndwsagents for data exchange. The
algorithm enables the agents to collectively ledr@® mismatch between the total power
generation and total demand. This mismatch is asatlfeedback to adjust the current power
generation at each node. The algorithm succeedsdnimize the total cost while satisfying
the power balance constraints. This proposed algorhas the following disadvantages: it
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neglects the transmission losses, and it negldicteeapractical non-convex cost functions
that may be encountered in real systems. The attgsumed a directed graph to represent
the information flow between the agents and theysmtered this as an advantage since it is a
less restrictive assumption compared to undiregi@ghs However, from the reliability
point of view, this is not an advantagefailure in any of the directed links that bredks
path of updating the information of a certain ageiiltlead to a failure for the algorithm in
cases where this path is the only path to updatsttite of that agent.

In [1], a decentralized solution using self-orgamiz dynamic agents is proposed for
solving the economic dispatch problem. In this papenetwork of cooperative dynamic
agents has been used to compute the global geamiteded to solve the economic dispatch
problem through utilizing the average consensusrdlgn. In [1], the agents utilized the
concept of the mutually coupled oscillators to heac consensus. The mutually coupled
oscillators or the mutually coupled dynamical systecan be implemented in a system
comprised of two agents using two connected firdepo dynamical systems, one at each
node. A possible implementation of the mutuallymed dynamical systems is discussed in
section 4.4.2 of this thesis. The disadvantageth®fproposed approach in [1] are that it
cannot be extended to solve the NCEDBPaddition, the approach is not fully decentralized:
it requires assistance of the central authorityifioorporating the transmission losses and for
calculating the total number of agents.

In [3], a leader-follower consensus algorithm isgmsed. The algorithm requires a leader
agent. This agent is responsible for updatingriceemental cost variable based on the power
mismatch, and then the follower agents follow thiremental cost variable using the basic
discrete time consensus algorithm. The algorithm dyaplied successfully for solving the
EDP with convex cost functions. The power losseshi lines are not considered. The
authors assumed that the power mismatch is alréadyvn by the leader agent. The
algorithm has been investigated for different nelmopologies. The convergence rates of
both the total power generation and the incremesdat variables have been studied under
different network topologies and different numbérgeneration units. In addition to the
disadvantages of having a leader agent and neaglettte transmission losses, the proposed
approach in [3] assumes only economic dispatchlnolwith convex cost functions.

In [4], a distributed approach is proposed for s@jvthe economic dispatch problem in
which the transmission losses and the generatostrconts are considered. This proposed
approach consists of two consensus algorithms mgnini parallel. The first algorithm is the
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lambda consensus algorithm in which all the ages#sh a consensus on the incremental
cost variable. The incremental cost of each geieratinit is updated based on the
incremental cost of the neighbor units and a ctioecterm based on the total power
mismatch. The second algorithm is called the casiseion the most up-to-date information.
This algorithm enables the agents to reach a cseoseon the power mismatch. The
transmission losses have been incorporated in ctngpthe total power mismatch. The
authors treated the losses as constant from opatdisng period to the next while solving
the economic dispatch problem. As the units arpadihed based on a new system load for
the next dispatching period rather than on theetursystem load, the power flow in the
network will change and the total losses will change; however, the authors assumed that this
change between two consecutive dispatching peraaits be neglected. The proposed
approach in [4] works only for solving the economndispatch problem with convex cost
functions.

In [11]-[14], the consensus on the incremental ea@siable has been applied for solving
the EDP with convex cost functions. In these refees, a leader agent is required. The
disadvantage of the existence of a leader agethaisit preserves the single point failure
issue that exists in centralized systems.

To summarize, all the previously proposed decdm&dland distributed algorithms that
utilized the consensus on lambda approach for mglthe EDP cannot be extended for
solving the NCEDP and lack the suitable mechanismiricorporating the transmission
losses in an appropriate or accurate way. In amgitsome of these algorithms require a
leader agent for their operation.

2.5.2Solving the EDP using a Constrained Distributed Grdient Algorithm

An improved distributed gradient algorithm is prepd for solving the EDP in [6]. This
algorithm has been applied for solving the EDP [enwbwith both equality and inequality
constraints. The inequality constraints are theeloand upper bounds of the generators. The
equality constraints are addressed based on a rpropesigned updating rule, and the
inequality constraints are handled through recamiigy the virtual communication
topology. The N-1 rule has been considered duresighing the communication network, so
the algorithm can withstand the failure of one cammoation link. The main disadvantages
of this algorithm are the same as those of theamws on lambda approach. This algorithm
can only be used for solving the EDP problem witiosth cost functions. The transmission
losses also are not considered in [6].
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2.5.3Solving the EDP using an Auction-based Distributedlgorithm

The authors in [5] presented a distributed algorithat utilizes an auction technique called
exchange. The proposed algorithm has been usealwng the non-convex economic
dispatch problem. The valve-point loading, the ipidtfuel options, the prohibited operating
zones have been taken into consideration. Sincee¢baomic dispatch problem with the
transmission losses is analytically intractable [fg authors used an approximation to the
transmission losses using Kron’s formula. The alfgor consists of two levels. In the first
level, each agent computes two bids; one is the prices of increasing its generation power with
specified predefined values, and the second orikeigrices of decreasing its generation
power with specified predefined values. After dlletagents compute their bids, the
maximum consensus algorithm is applied so thaatfents agree about the maximum bids
among them. Once the agents reach a consensussm maximum bids, the agents that
proposed these bids are considered as winners, Tffeme winners update their output power
to decrease the total generation cost of the systéim procedure iterates until the optimal
solution is reached and the economic dispatch prmoblk solved. The information flow
between the agents is modeled by both a line geaph a complete graph. The agents
communicate only with their neighbors in the graphkl all the units reach a consensus on the
highest bid after a number of iterations equahtdraph diameter.

The proposed approach in [5] assumes that each kigews the total load of the system
and the total number of generation units. Thisrmiation is global and is not available for
each agent. In addition, this algorithm is highgpdndent on the initialization process. The
algorithm has also the disadvantage of assumingstanh loss coefficients or central
authority assistance in computing the loss coeiffits. Another inadequacy is that better-
quality solutions for the NCEDP can be obtainednfefficient metaheuristic technique was
used rather than the deterministic algorithm predas [5].
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Chapter 3
The Proposed Approach

The approach presented in this thesis is proposetaply for solving the NCEDP in a fully
decentralized manner. In this case, a metaheutisticnique is used to solve the NCEDP
locally by each agent, and the approach consistisreé stages as shown in figure 3.1. With
some adaptation, the proposed approach can alapgtied for solving the EDP with convex
cost functions in a fully decentralized manner igsuksed in case study 4 in Chapter 4.

e

- Applying the proposed flooding-based
E}—» consensus algorithm for consensus on the
‘ units and system data between the agents

\ 4

.

/

Each agent runs a suitable metaheuristic
technique for a specified number of runs for
solving the NCEDP locally

\ 4

.

J

Figure 3.1 The proposed approach for solving th&RNE

The agents reapply the flooding-based
consensus algorithm for consensus about the
best solution to the problem

A

The agents will start the communication for colilegtnew data about the power network
and solving the economic dispatch problem in agokeitime frame as shown in figure 3.2,
where period 1 = period2 = period3 = period n.

Period 1 Period 2 Period 3
o [ » >
. L | L | V\‘
I RN [ /N N /AR AN ) -
«——» o p— Pt PP
Stage 1 Stage 2 Stage 3 Stage 1 Stage 2 Stage 3 Stage 1 Stage 2 Stage 3

Figure 3.2 General time frame for solving the NCEDP
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The development of the fully decentralized appropabposed in this thesis entails the
following assumptions:

* [Each power generation station in the power systas dn agent responsible for
solving the EDP and this agent is embedded in thral system of the power
station.

* Each bus considered by the proposed approach nawst & distinct number that
characterizes it from other buses considered.

* The system load can be aggregated for a specifiofdauses in which each bus is
responsible for estimating or forecasting its catee load for the next dispatching
period. This assumption has been implicitly taketo iaccount in previous reported
studies in which fully distributed algorithms areoposed, such as [2], [4], and [5].
For future power systems, i.e., smart grids, ac$entelligent buses for which the
total system load can be aggregated, with the best®ating and forecasting their
load and then communicating with one another,resagonable assumption.

* Anundirected ring communication graph is assumeatbhnect the agents.

Assuming a ring topology is not a restrictive asptioan. The advantage of the ring graph
is that it provides a simple stopping criterion fime proposed flooding algorithm, as
explained later in this Chapter. For connecting #gents, any other undirected and
connected communication graph can be assumed. &r@estopping criterion that can be
used with any graph topology is a specific predsfitime period during which the agent will
wait without receiving any new message. Each agemmunicates only with its neighbors
in the graph.

3.1Stage 1: Sharing the Required Data between the Agenusing the Flooding-based
Consensus (FBC) Algorithm

In the first stage, the agents reach consensufemprbblem data, using a flooding-based
consensus (FBC) algorithm. The FBC algorithm iseddasn the concept of flooding
algorithms [15], [16], which are routing algorithmased in data networks for broadcasting
messages or data packets between network nodeslifkgicalgorithms, whose application in
computer networks and ad hoc wireless networksi@vk, function in the following way.
The source node sends its data to its neighbors; each node in the network that receives the
data then stores a copy of these data and reskeentsto all of its neighbors except the one
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from which it received the data. Each node sendsdtita it has received only once. If a
specific network node receives repeated datandrigs these data. The algorithm stops when
all nodes have received and transmitted the daly @mce. Since a ring communication
graph is assumed in this work, each agent will ivecea repeated message only if the
message has already been transmitted by all ajtttee nodes in the network. This condition
can be used as a stopping criterion for each agent.

Each message contains a bus stamp element tregdsas follows. First, when each agent
prepares its message, it adds a bus stamp elemealtte its bus number. Then, Any agent in
the network that receives a message changes th&tdmp element in the message to match
its own bus number before relaying the messages toeighbors. The bus stamp enables each
agent to determine which neighbor sent the mesaaddo which neighbor it must transmit
this message.

When each agent receives a message that contdindaten it copies and stores it in a
dynamic matrix. Figure 3.3 shows a flowchart th&riies the operation of the FBC
algorithm; D; is the message that contains the data from ageabhd N is the set of
neighboring agents for agent i. An example of thisssage is a tuple; = (bus,, ,busg , X ),
where bug, is the bus number; Busg; is the bus stamp; and x; IS a vector that contains the
units data such as the cost coefficients and teddad.

3.2 Stage 2: Solving the NCEDP in Parallel using a Swable Metaheuristic Technique

After the agents have reached a consensus witkaespthe problem data, the second stage
begins, during which each agent solves the EDPIfocsing a suitable algorithm. For
solving the NCEDP, an appropriate metaheuristibriegie can be applied during this stage.
A general flowchart that clarifies the operation thie second stage that involves a
metaheuristic technique is shown in Figure 3.4hls figure, nr is the run counter, nrt is the
total number of runs, and g is the iteration counte

The differential evolution algorithm has been chos$er solving the NCEDP by each
agent. The differential evolution algorithm is owé the most efficient metaheuristic
techniques that have been proposed for solvingNGEDP. The results obtained by the
differential evolution algorithm with the constr&snhandling techniques adapted in this
thesis were found to be satisfactory compared ¢sdlpresented in the previous literature.
The differential evolution is a stochastic searathnd that works in the general framework
of the evolutionary algorithms. The operators ubgdthe differential evolution are the
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mutation, crossover and selection. The differerdialution algorithm starts by initializing
the population vectors within their limits. For aeector in the populationXthree other
vectors X, Xx and X, are selected randomly from the population such fi&#m.
Thereafter, these three vectors are employed tdeceenew mutated vector &b follows:

Where F is a scaling factor.

contains the unit data

Prepare a message D; that

»
L

No condition
satisfied

Check for
a time threshold or
receipt of a new
message

New message
received

Send the message
D; to the neighbor
agents N;

Time threshold

reached

Send the message D; to
the neighbor agents N;

message received
from the neighbor

Repeated
message

Check

the content
of the received
message

New different
message

Record the received message and

update the dynamic vector

v

Send the message received from the neighbor
agent j to the neighbor agents N; — {j}

Check the
stopping

Go to stage 2

(Solving the NCEDP)

condition

No

Figure 3.3 Stage 1: Flooding-based Consensus (BRRfO)ithm.
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After the previous mutation process, the binomiaksover process is applied for mating the
vector U and the vector Xaccording to the crossover probability C to praduc new
offspring Z. The crossover operation can be expressed as
_JYi
1) X

if rand(j)<C

otherwise (32)

ij

WhereZz;;, U;; and X;; are the j-th components of the vectors @ and X respectively, rand
() is the j-th evaluation of a uniformly distritad random variable between 0 and 1.

From stage 1

——

Define the metaheuristic
algorithm control parameters

[Initialize the population|

4

Solve the EDP and evaluate the
objective function for each individual

Update the population
according to the metaheuristic

technique considered
A

Check

stopping
criterion

No

nr=nr+l

Calculate the best solution
over the nrt runs

Gotostage3

Figure 3.4 Stage 2: General flowchart of metah&ariechnique for solving the NCEDP
locally.
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Finally, the selection process is applied to chamse survivor between the vector ahd
the vector Zfor the next generation. If the fithess value esponding to Zis higher than
that of X, then Z will replace X in the next generation, otherwise¢ Will remain the same
for the next generation.

In order to initialize the population, each companef the individuals is generated
randomly as follow

Fi) - Pimin + (Fi,max_ FI) min) xranc (3_3)

Where rand is a random number between 0 and lothets the uniform distribution. For

handling inequality constraints like the prohibitederating zone, the generator limits and
the ramp rate limits, the penalty function methak been used. In this method, if the
generators output power has violated any of thev@boequality constraints, the problem

solution that contains this output power is perelizvith a very large positive constant. For
handling the equality constraints, the concepthef dependent source in [17] and [18] has
been used in which a dependent unit is chosen nalyd@and then the power mismatch is
added to its output power. If this dependent uimiates its generation limits due to the
mismatch added to it, then the unit is fixed tovislated limit, and the remaining of the

mismatch is compensated by another randomly selecti. This process continues until the
mismatch vanishes. In the case of a system in wkheh transmission losses are not
considered, the mismatch is computed as follows:

n
mismatch=P, ->_R (3.4)
i=1
In the case of considering the transmission logeesnismatch is computed as follows:

n
mismatch=R, +R_ - > R (3.5)
i=1

3.3 Stage 3: Consensus on the Final Solution to the Rriem

Since metaheuristic techniques are stochastic far@awith each run of a metaheuristic
algorithm possibly producing a different solutidhe agents will produce different solutions
to the problem. To address this issue, a thirdestagncorporated to enable the agents to
reach a consensus on the best solution to the ggroldfigure 3.5 shows a flowchart that
illustrates stage 3, during which each agent pespar message; $at contains the best
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solution obtained by that agent. An example of thisssage is a tupl® =(bus,, ,busy ,x ),
where bug, is the bus number; Busg;, IS the bus stamp; and x; iS a vector defined as
x =[Total cost; ,A, .. B, ], where total cosis the best cost computed by agent i, apd.PR,
are the corresponding power outputs produced bgeheration units. After the agents apply
the FBC algorithm so that they can reach consemsushe best solutions, each agent
computes a final solution to the problem usingftil®wing equations:

i"=arg rgin(l’otal co$ (3.6)
ILn

X = X0 (3.7)

where n is the total number of generation unitthannetwork, and i* is the generator index
that provides the best solution to the problem.

3.4Incorporating the Transmission Losses

To compute transmission losses in a fully deceimgdlmanner, the loss coefficients in (2.4)
must be computed locally by each agent, which méaatseach agent must solve the power
flow problem locally [19]. This step can be perfauh if each agent has knowledge of the
complete power network data represented in thestnéggsion line data and bus data, in the
following way. It is assumed that each agent knasv®wn bus data plus the data related to
the transmission lines connected to its bus, amih egent then prepares a message that
contains a data matrix in which the first row camsathe bus number, the bus stamp, and the
generator data. The second row containsdata such as the bus type; whether it is a slack,
constant power, or load bus; the bus voltage; and the active and reactive load power. The next
rows, one row per transmission line, contain thi&a ad the transmission lines connected to
the bus: the resistance, the reactance, and oheftie total line susceptance. After this
message is prepared, the FBC algorithm is apdiegping when each agent has all the data
it needs to solve the power flow problem locally.this stage, each agent can include power
flow equations as constraints while solving the EDP; however, handling power flow
equations in a metaheuristic technique demandstestizd computational power. For this
reason, after the power flow problem has been doleeally, the loss coefficients are
computed from the power flow results as discussefll®]. Kron’s loss formula is then
applied by each agent in order to calculate thestrassion losses for each candidate solution
in the metaheuristic algorithm.

23



From stage 2
(solving the NCEDP)

Prepare a message S; that contains

The roodmg—ba‘sed the best solution as estimated by unit i
consensus algorithm l

The same intermediate blocks for
the flooding-based consensus
algorithm as in Fig. 3.3

Check the

stopping
condition

Yes

No

Calculate the final best solution
to the NCEDP using (3.6) and (3.7)

Figure 3.5 Stage 3: Consensus on the best soligtithre NCEDP.
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Chapter 4
Case Studies and Simulation Result

The first case study in this Chapter provides sexerimentation with JADE software for
the purpose of investigating the operation and kEtan of multi-agent systems, and for the
purpose of approximating the required communicatiore by the proposed approach. The
second and third case studies provide exampldsedadpplication of multi-agent systems and
data networks through the proposed approach fairgpkhe NCEDP. The last case study
which consists of four parts investigates four loé previously proposed approaches for
solving the EDP and compares them with the propapgdoach in this thesis.

4.1Case Study 1: Experimentation with JADE Software ad Approximating the
Communication Time

4.1.1Experimentation with JADE Software

In order to approximate the required communicatiore by the proposed approach, JADE
software has been used. This section provides sxperimentation related to the simulation
of multi-agent systems using JADE, and the follayvsection explains the methodology
used to approximate the required communication bsntghe proposed approach.

In order to simulate the multi-agent system ovdfedent platforms, communication
medium is required to carry the messages and d@deebn agents. In this study, the internet
is used to enable communication between agentsffamett and distance-apart platforms.
The advantage of using the internet is that it dossforce any constraints on the distance
between the platforms that carry the agents. Intrabthe previous literature that study the
employment of multi-agent technology to solve sngaid challenges, the whole multi-agent
system was simulated on a single personal compatéthe communication time delay is not
provided or neglected. This does not clarify omflight the situation of some of the practical
problems such as, for example, will the existerfceoonmunication between the agents that
are distributed over different and distance-apkatf@rms introduce undesirable or extra time
delay in the system operation or what is the proihalhat an error, deterioration to the
message content, will happen during transferringesssage between two agents through
certain communication medium.

To provide some examples of real distributed madgnt systems, three personal
computers have been used. The first computer mesre “EHABL15” and is located inside
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University of Waterloo, the other two computers efyn“wael-PC” and “Wael-PC1” are
located at a house approximately 2.4 km from EHAB&@Bputer. JADE software has been
used for modeling the multi-agent system. The mdtrhas been used to establish the
connection between the agents on wael-PC and tho&HAB15. Two of the JADE demo
agents have been launched on each of the PCsir§hadent is a dummy agent with local
name “da0”. This agent provides the capability igpthying the messages sent and received
by it using a GUI. The other agent is called thegpagent. This agent is one of the demo
agents available in JADE software. The functiorthe$ agent is to respond to the message
that contains the word “ping” and has a communieatact “query-ref” with a message
contains the word “alive” and has a communicatice ‘@nform”. These two agents, the
dummy agent and the ping agent, are the simpleshtagthat can be used to test the
communication between two platforms. Figure 4.1wsha screenshot of the JADE Remote
Agent Management GUI from wael-PC, and Figure ©@ws a screenshot of the JADE
Remote Agent Management GUI from EHABI15. It is cligam figures 4.1 and 4.2 that each
platform is able to detect the existence of thentggen the other remote platform through the
internet.

To check the probability of error occurrence dursgnding a message between two
agents, a message has been sent from the agenE#4s8ER5 to the agent daO@wael-PC.
This message contains a 100 row by 100 column mn#btat contains 10,000 numbers
generated randomly with Matlab. Each number iseggmted by 16 digits which gives a total
of 160,000 digits. The received matrix on wael-R bheen compared with the original sent
matrix, and it has been found that the 160,000tgligre exactly the same. Yet, another
message has been sent that contains 250 x 250 nmatkihich each element is represented
by 16 digits. This gives a total of 1 million digiin one single message. By comparing the
sent and received matrices, the matrices were fdanoe exactly the same without any
difference in the 1 million digits.

One of the JADE tool agents is an agent calledstiiéer agent, this agent is usually used
in the literature to display a record of the messagent and received inside the same
platform. To test this agent, several messages bese sent from the dummy agent at wael-
PC to both the pingl agent at the same platformtla@dPingl agent at EHAB15. Figure 4.3
shows a record of these messages by the dummy @gHrdnd figure 4.4 shows the sniffer
agent GUI which presents the corresponding recbtidese messages.
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J RMA@wael-PC:1009/]ADE " JADE Iien:t;e Agent Management GUI
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RMA@wael-PC:1099/JADE
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dfi@EHAB15:1099/JADE

Figure 4.1 Screenshot for the agent platforms fwarl-PC

"dJ RMA@EHAB15:1099/JADE - ADE Remote Agent Management GUI [E=NEER

File Actions Tools Remote Platforms Help

sle[ddPse @a B8 (3o ez
7 3 AgeniPlatforms name |addresses| siate

¢ 1 "EHAB15-1099/JADE" pingl@w...
¢- B8 Main-Container :
RMA@EHAB15.1099/JADE
= ams@EHAB15:1099/JADE
da0@EHAB15:1099/JADE
= dif@EHAB15:1098/JADE
ping1 @EHAB15:1000/JADE
¢ IR RemotePlatiorms
¢ B3 "wael-PC 1099/ JADE"
B ams@wael-PC 1099/JADE

ping1@wael-PC:1099/JADE
B RMA@wael-PC:1099/JADE
dal@wael-PC:1099/JADE
B di@wael-PC 1099/JADE

Figure 4.2 Screenshot for the agent platforms feEdd@AB15 PC.

It is clear from comparing figures 4.3 and 4.4 ttied sniffer agent is able to record the
messages sent and received inside the same platferynwell and is able to record the
messages sent by the dummy agent to outside tHerpta however, it failed to record the
received messages from outside the platform.
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Content: 06/03/14 11:55; QUERY-REF
ping
1] I [ 1]
L \ |
Encoding: ‘ |
Ontology: \ |
Protocol: Hull |'|
Conversation id: |
In-reply-to: ‘ |
Reply-with: \ |
o
User Properties: ‘ ‘

recy from
recv from
sent to
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ping1@EHAB15:1099/JADE
ping1@wael-PC:1099/JADE
ping1@EHAB15:1099/JADE ping1@wael-PC.1099/JADE
ping1@EHAB15:1099/JADE
ping1@wael-PC:1099/JADE
ping 1@EHAB15:1099/JADE ping1@wael-PC:1099/JADE

Figure 4.3 Record of messages by the dummy ageht GU
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Figure 4.4 The sniffer agent GUI
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The last experiment in this section is an experiméth the DF agent. The function of the
DF agent in multi-agent systems is to provide tekow page services for the other agents.
These yellow page services enable the agents tw bout the other agents in the network
that provide the service they need. For exampla,néw generator agent wants to know the
other generator agents that currently exist in nkévork and participate in solving the
economic dispatch problem, it can know that throsgarching in the yellow pages about the
agents which register their service as “dispatchiregunits”. It can also search the yellow
pages about agents that register their servicdomscasting the load” in order to get their
addresses from the yellow pages and communicaketihem to calculate the total load of the
system. In this study, the yellow page serviceshasen used successfully between agents
distributed over different platforms and commurgcabgether using the internet. To
demonstrate this, a simple example is presenteithoddh this example does not involve
realistic numbers and may not reflect a correspandeal application in a direct way, it
provides an example of the successful use of yefjagee services over the internet. It is
assumed that there are three agents, one agerdllésl doadl agent and is located at
EHAB15. This agent wants to contract about purcttgadi MW extra power. The other two
agents; one is named Generatorl and is locatech@ltRC and the second one is named
Generator2 and located at Wael-PC1. The loadl adees not know about the current
existing agents in the network which provide thevise of selling power, but it knows the
addresses of the DF agents at wael-PC and at Wziel-Pherefore, it searches the yellow
pages over the remote platforms and discoverstliiese are two agents called Generatorl
and Generator2 which provide the service of sellpogver. Then, it gets these agents’
addresses from the yellow pages and start neggiatith them. The generatorl agent
provides a price of 60 $ per 1 MW and generatoghtagrovides a price of 70 $ per 1 MW.
The loadl agent compares the prices and purchases MW from generatorl. Figure 4.5
and 4.6 shows the summary of this process.

Hallo! Load—agent LoadlPEHAB15:1099/JADE is ready.Mar 08, 2014 12:52:55 AM jade.
core .AgentContainerImpl joinPlatform

INFO:

Agent container Main—ContainerCfEHAB1S is »

Target Load is 1_MY

Trying to buy 1_MY

Found the following generator agents:

GeneratoriPuael-PC:1099/JADE

Generator2@lael-PC1:10899/JADE

1_MW successfully purchased from agent Generatorl@Puwael-PC:1099/JADE
Price = 60

Load—agent LoadlPEHAB15:1899/JADE terminating.

Figure 4.5 Screenshot from EHAB15 PC
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Mar B8, 2814 12:41:37 AN jade.core_AgentContainerImpl joinPlatform
IHFQ:
Agent container Main—Containerfwael-PC is ready.

1_MY sold to agent Loadi(@EHAB15:1899./JADE

Figure 4.6 Screenshot from wael-PC

Now, the process has been repeated after redubengrice at Wael-PC1 (Generator2
agent) to 55 $ instead of 70$. Figure 4.7 and Ho8vs the summary of this process.

Hallo! Load-agent Load1@EHAB15:1899/JADE is ready.
Target Load is 1_MWMar 08, 2014 1:088:36 AM jade.core.AgentContainerImpl joinPlat

Generatorl@uael-PC:1099/JADE

Generator2@lael-PC1:1099/JADE

1_MY successfully purchased from agent Generator2@lael-PC1:1099/JADE
Price = 55

Load—agent LoadlPEHAB15:1099/JADE terminating.

Figure 4.7 Screenshot from EHAB15 PC

ar B8, 2014 1:86:35 AM jade.core.AgentContainerImpl joinPlatform

_Mi =zo0ld to agent LoadlPEHAB15:168%92./JADE

Figure 4.8 Screenshot from Wael-PC1

4.1.2Approximating the Communication Time Required by the Proposed
Approach

In order to approximate the communication time nexfli by the proposed approach, the
following experiment has been used. Two computezseviocated 2.4 km apart. An agent
was launched on each computer using JADE softwdre.internet was used for the creation
of the communication link between these two agehdsdetermine the time required to send
a message between two agents, the time differegtwgebn the sending of the message by a
specific agent and receipt of a response messagfeebgame agent was recorded. This time
is equivalent to the sending of two messages. Wighabove experimental setup, the average
time required for a message to be sent betweeratjgats was found to be 0.046 sec, which
also includes the time required for JADE softwaretepare for sending a message and to
check the content of the received message. Thexippation of the time needed for stage 1
and stage 3 is based on the assumption that staaged Istage 3 are completed through
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consecutive iterations. In each iteration, eachnbigeceives two messages from its two
neighbors, which also means that each agent semdsiessages to those two neighbors per
iteration. The total number of iterations requifedthe information to be shared among the
agents can be computed as follows:

n if niseven
Number of iterations nel (4.1)
TS if nisodd

Where n is the total number of nodes in the system.also assumed that the time required
per iteration is equivalent to the time required $ending one message between two agents.
The time required for sending a number of conseeuthessages that matches the total
number of iterations is assumed to be equal totithe required for stage 1. The same
methodology was also applied for approximatingtiine required for stage 3. The total time
required for solving the EDP using the proposedreggh can be computed from the
following formula:

4
total time = > t; (4.2)
i=1
Where 1 is the time required for stage 1;i$ the time required for stage 2, as calculated
using (4.3); 4 is the time required for stage 3; andig the time required for solving the
power flow problem and computing the loss coeffitse if needed.

t, = mjax(timej ) j=12;--n 4.3)

Where timeis the total time required for agent j to solve BRP for a specified number of
runs, and n is the total number of generator agéiaile 4.1 shows the estimated time for
stage 1 and stage 3 per each system used in tbeiftg case studies based on the measured
communication time for sending one message andtdted number of communication
iterations.

4.2 Case Study 2: 26-Buses System with Transmission lses, Ramp Rate Limits, and
Prohibited Operating Zones

MATLAB has been used for validating the operatidrtiee proposed approach. All of the
metaheuristic technique runs were performed segllgnon one computer rather than in
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parallel on a number of computers. The operatiothefFBC algorithm was evaluated based

on data sharing between agents on the same comepntére other hand, JADE software was

used for approximating the total communication tideday as discussed in the previous case
study. The system used in this case study consfs&6 buses, six thermal units, and 46

transmission lines. The ramp rate limits, the dodbd operating zones and the transmission
losses are taken into consideration. The transomskine and bus data are as provided in
[19], and the generator data are as given in [20].

TABLE 4.1
APPROXIMATED TIME FOR STAGEL AND STAGE 3

Number of Time required by| Time required by

iterations stage 1 ¢) (sec.)| stage 3 @ (sec.)
4-bus system 2 0.092 0.092
6-bus system 3 0.138 0.138
26-bus system 13 0.598 0.598
40-unit system 20 0.92 0.92

After the proposed approach was applied, all of dgents reached consensus on the
solution shown in Table 4.2 under Differential Bwidn (DE). To solve the power flow
problem and to compute the loss coefficients, thHTMAB toolbox presented in [19] was
used by each agent. A ring communication networkheoting the 26 buses is assumed. It is
also assumed that the generator buses are resleoizsisolving the EDP and each generator
agent runs the differential evolution algorithm foree runs, so the total number of runs is
thus 18. The control parameters used in the difteakevolution algorithm are scaling factor
= 0.09, crossover probability = 0.5, number ofatems = 200, and population size = 200.
Table 4.2 shows the results obtained by the difiteae evolution algorithm and some of
those reported in the literature. The total lossmsputed in [23]-[26] are lower than those
obtained using Kron’s loss formula. This discrepamzans that the total power generated as
shown in those studies is lower than the actualiesalwhich results in a lower total
generation cost. When the prohibited operating g@mel ramp rate limits are not considered,
the resultant problem has convex cost functionsaredoptimal solution. This problem has
been solved in [19], and the global optimal soluti@as a total cost equal to 15447.72 $/hr.
When the prohibited operating zones and ramp naii¢slare considered, the global optimal
solution should have a total generation cost eidtgeral to 15447.72 $/hr or higher than this
value but not lower. From Table 4.2, it can be doteat the solution provided by the
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differential evolution algorithm has a mismatch a&qto 0.02 MW, which is due to the
rounding up of the power generated by each urtivtodecimal places. This mismatch helps
produce a slightly lower total cost, which might@be the case in [22], in which the power
generation from each unit is also rounded up to decmal places, and a mismatch of 0.01
MW exists. When the differential evolution algonths used without rounding up the output
power computed for the units, the best solutiomébhas a total cost of 15449.89 $/hr, with
mismatch equal to -4.8e-10 MW. The loss coeffigemged in all of the references cited in
Table 4.2 are four decimal places rounded up frieenariginal loss coefficients. When each
agent solves the power flow problem and computesotiginal loss coefficients without
rounding up, the solution obtained with the différal evolution algorithm entails a total
cost of 15447.72369 $/hr, which is approximatelyaqto that provided in [19] when a
convex cost function is considered. Hence, the reaig limits and the prohibited operating
zones provided in [20] do not affect the optimdlson obtained when the cost function was
convex. After each agent has computed the losdicieets, the loss coefficients are rounded
up to four decimal places in order to provide a t@mparison with the results from other
studies. The total time required for the proposppr@ach to solve the above problem, as
computed using (4.2) and (4.3), is 3.634 sec, where t; = 0.598 sec,,t= 2.064 sec
(maximum time for running the differential evoluti@lgorithm for three runs over all of the
generator agents), angt0.374 sec.

4.3 Case Study 3: 40-Unit System with Valve-Point Effeés

A 40-unit system was considered in this case stlilg. data of the system are listed in [27].
In this system, the cost function is non-convex tlueralve-point effects. Each agent has
used the differential evolution algorithm with tfelowing control parameters; scaling factor
= 0.09, crossover probability = 0.5, number ofatems = 1,500, and population size = 500.
Each agent runs the differential evolution algamtfor 3 runs, so the total number of runs is
120. Table 4.3 shows a comparison between thetsesbkained using the differential

evolution algorithm and those obtained by othepalgms in the literature for the 40 units

system. All of the solutions shown in Table 4.3 egatralized except that from [5], which is

distributed, and that obtained using the new apgreehich is decentralized. The algorithm
proposed in [5] is the only attempt observed ower literature for solving the NCEDP in a

distributed manner. The output power of each writlie best solution obtained using the DE
algorithm is provided in Appendix A.
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TABLE 4.2
SIX-GENERATOR TEST SYSTEMCOMPARISON OF THEDE ALGORITHM SOLUTION WITH SOME OF
THOSE REPORTED IN THE LITERATURE

Unit
aBBOmD | RDPSO SOH- GAAPI NPSO-
Power BBO [24 DE PSO [20]| GA[20
E [26] [25] [24] PSO [23] [22] LRS [21] [20] [20]
output
= 447.3944| 445.2541 447.3997  438.21 448.27 447.12 446.96 | 447.4970 474.8066
P, 173.4968| 172.791¢ 173.2392 172.58 172.96 173.41 173.3944 173.3221 178.63p3
P 263.2259| 263.528% 263.3163 257.42 263.44 264.11 262.3436 263.4745 262.2089
P, 138.8915| 141.0687 138.0006 141.09 139.3 138.31 139.512| 139.0594 134.28P6
Ps 165.1239| 163.8578 165.4104 179.37 165.28 166.02 164.7089 165.4761 151.9089
Ps 87.2793 88.8558| 87.07979 86.83 86.68 87.00 89.0162 87.128( 74.1812
Total
Power 1275.412| 1275.35¢ 1275.446 1275.551275.93 | 1275.97 1275.94 1276.01 1276.03
Total
losses 12.412* | 12.3598* 12.446* 12.55*%| 12.95 12.98 12.9361 12.9584 13.0217
Total
Cost 15442.67| 15442.7% 15443.09 15446/025449.58| 15449.7 15450 15450 15459
($/hr)

*the computed total losses with the Kron’s lossrfala are higher than these values.

The summation of the total power generated of tlst ksolution obtained by the
differential evolution algorithm is 10,500 MW, artde mismatch is zero. The total time
required for the proposed approach to solve thealpooblem as computed using (4.2) and
(4.3) is 31.5037 sec, wherg=ttz = 0.92 sec,,t= 29.6637 sec, ang+ 0 second.

4.4Case Study 4: Comparing the Proposed Approach withPreviously Proposed
Approaches

This case study is divided into four parts. In parthe proposed approach in this thesis is
compared with the discrete lambda consensus agprpesposed in [2]. In part B, the
proposed approach is compared with the approacpopeal in [1] which utilizes the
mutually coupled dynamical systems for achievingsemsus between the agents. In part C,
the proposed approach is compared with the disatbapproach proposed in [4] from the
perspective of handling the transmission losserally, Part D provides a comparison
between the proposed approach and the centralgwdach for solving the EDP.
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TABLE 4.3

40-GENERATOR TEST SYSTEMCOMPARISON OF THEDE ALGORITHM SOLUTION WITH SOME OF
THOSE REPORTED IN THE LITERATURE

Method Min ($/hr) Average ($/hr) Max ($/hr)
IFEP [27] 122,624.35 123,382.00 125,740.63
AA[5] 121,788.70
CPSO-SQP [28] 121,458.54 122,028.16 NA
FCASO-SQP [29] 121,456.98 122,026.21 NA
DE/BBO [30] 121,420.90 121,420.90 121,420.90
aBBOmMDE [26] 121,414.87 121,487.85 121,568.32
CE-SQP [31] 121,412.88 121,423.65 NA
DE 121,412.68 121,439.89 121,479.63
FAPSO-VDE [32] 121,412.56 121,412.61 121,412.78
CSA [33] 121,412.54 121,520.41 121,810.25
4.4 1Part A

In this section, the discrete lambda consensusritiigo presented in [2] is simulated for
further investigation and understanding of thabathm and for the purpose of comparing it
with the proposed approach in this thesis. Theeesame variants of the discrete lambda
consensus algorithm over the literature; howevestrof them have in common the concept
of locally updating the lambda variable based om dtate of the lambda variables of the
neighbors and a feedback related to the total powematch. Accordingly, the agents reach
a consensus on the optimal lambda value while fgeis the constraint of total power
mismatch equal to zero. One of the variants ofdiserete lambda consensus algorithm is
that presented in [2] which consists from the fwilog difference equations

Ak+1)= > D, A, (k)+ o AP(K) (4.42)
P(k+1) =8 A (k+1)+a, (4.4b)
AR(k+1)= Y C, AP (k)= (R k+1)- Pk ), (4.4c)

jONS
Where A (k) is the local estimation of the incremental cosgbperator

O is a small positive number acts as a feedback gain.
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D, ;is the element of a row stochastic matrix assodiatéth the assumed strongly
connected and directed communication graph. lbmsputed as follows:

% if JON"

D =<d Oi, j OV (4.5)

i,] [
0 otherwise

Where d, is the in-degree of nodeand equa.Nf|, where N is the in-neighbors of thieth

node andNi+

means the cardinality of the skf .

AR (k) is the local estimation of the mismatch betweentthal power generation and total
demand.
P(k) is the output generation of umit

B.,a; are constants for each generation unit and cordpfuben the cost coefficients of the
quadratic cost functio, (P) =g P?+h P +¢ as follows:

: a; = d (4.6)

ﬁ:zz_ai’ : _2_31

C

i

connected and directed communication graph. lbmsputed as follows:

is the element of a column stochastic matrix aased with the assumed strongly

L ifioNT
C . =1{d Oi, jOv (4.7)

)
0 otherwise

Whered; is the out-degree of nodlend equa'N,»‘\, whereN; is the out-neighbors of the
th node anchj'| means the cardinality of the & .

The authors in [2] assumed a directed communicaraph as shown in figure 4.9. The
results of simulating the above algorithm with thitial data provided in [2] are shown in
figures 4.10-4.13. Figure 4.10 shows the lambdabbe for the four generators, figure 4.11
shows the power generation value for the four geoes, figure 4.12 displays the power
mismatch estimated by the four generators and diglrl3 compares the total power
generated with the total demand.
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Figure 4.9 The assumed communication graph in [2]
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Power mismatch (MW)
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Figure 4.13 Total power generated and total demand

Now, if one of the communication links has failetkel the link 4-1, then the
communication graph will be as shown in figure 4dt the communication graph is no
longer strongly connected.

) ﬂ/i\\—bf//é\\
\_ /

‘ 4%/4\\
N N

Figure 4.14 The assumed communication graph im[@jout the communication link 4-1
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The results from the algorithm in this case arewshan figures 4.15-4.16. Figure 4.15
shows that there is no consensus on the lambdabla@mong the agents, meaning that the
agents are not dispatched in an economical wayr&ig.16 shows that there is a mismatch
between the total power generated and the totabddnso the failure of link 4-1 should be
accompanied by an outage for unit 1. If this doeshappen, the economic dispatch for the
system will fail and a large mismatch will existtween the total power generated and the
total demand. The implementation of the lambdardisecconsensus algorithm can be done
using the multi-agent technology and the approgrirative communications between the
agents. An iteration of the above algorithm is egl@nt to a set of communication signals or
messages between the agents.
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Figure 4.16 Total power generated and total demand
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The approach proposed in this thesis has beeneapialisolve the same problem, and the
equal incremental cost method has been used by agaft to solve the problem locally
during stage 2. Stage 3 is not needed in this Gdseproblem has been solved for two cases:
one with a loss of one communication link, and $keond without this loss. For both cases,
the agents reached consensus on the followingisoiut = 8.8397 $/MWh, p= 577.3547,

p. = 577.3547, p= 255.0741 and = 90.2165. Although the lambda consensus algogathm
involve a consensus on few variables like the laankdriable and power mismatch, the
number of communication iterations and messagesirestjby the agents is higher than the
number of iterations and messages required bydkata to reach consensus on the system
data that are needed to fully solve the problerallpdy each agent. In order to calculate the
total time required by the proposed approach inbggded on the same approximation of the
communication time used in this thesis, and to amapghe amount of data transferred
through the communication graph in the proposedaguh in [2] with those transferred
through the communication graph in this thesis, tb&al number of messages and
communication iterations used by the proposed agbran [2] have to be computed. In the
algorithm proposed in [2], the iterative communi@atis done on the lambda variable and
the total power mismatch. For the node that hadegree equal to 1, each update to the
lambda and estimated power mismatch values comespto receiving a message that
contains two scalar numbers per iteration. If th#-degree is equal to 1, then this is
equivalent to sending a message that contains larsecambers per iteration. Table 4.4
summaries the iterative communication used in tfepgsed algorithm in [2] over 4-bus
system and using the assumed communication graioduire 4.9.

TABLE 4.4
TOTAL MESSAGES TRANSFERRED PER ITERATION BY THE PROSED APPROACH IN2]

Messages sent Total scalars
In-degree Out-degree . . transferred per
per iteration . ,
iteration
Node 1 1 1 1 2
Node 2 2 1 1 2
Node 3 1 1 1 2
Node 4 1 2 2 4
Total 5 per iteration 10 per iteration

From figures 4.10 - 4.13, it is clear that the ftatamber of communicative iterations is
approximately 20. Therefore, the total number oksages flowing over the 4-bus system
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using the proposed algorithm in [2] is 5 x 20 = 1@@dd total number of scalar values
transferred over the network is 10 x 20 = 200. && ¢ther hand, if the above system is
assumed for the approach proposed in this thea) enessage consists of a tuple that
contains 8 scalar values, as follows:

< Bus number, Bus stamp, a,,h4,¢ ,R; ,Pimin R

Where R; is the load at bus i. Each node sends two mesgsgdteration and receives two
messages per iteration. For the four-bus systeenotlal messages sent per iteration equals 2
x 4 = 8, and the total number of iterations, based4.1), is equal to 2. With the proposed
algorithm, the total number of messages that fleer dhe four-bus system is 2 x 8 = 16, and
the total number of scalar values transferred twemnetwork is 16 x 8 = 128.

The time required with the approach proposed inig&qual to the time required for 20
communication iterations, which is considered edoathe time required for sending 20
consecutive messages between two agents, or BAdeON the other hand, the total time
required for the proposed approach in this thessotve the above problem is 0.282 sec: the
time required for stage 1 is 0.092 sec, and the tiequired for each agent to solve the
problem locally using the equal incremental costhroe is 0.19 sec.

To summarize, the proposed approach in this thesmis overcome the consensus on
lambda approach in solving the convex economicadtdpproblem with respect to the total
time required and the amount of data that flow uigtothe network, yet these are not the only
advantages of the proposed approach in this th@sier important advantages are that the
proposed approach can be applied for solving theaomvex economic dispatch problem,
and it provides a suitable mechanism for incorpogathe transmission losses in an accurate
way.

4.4.2Part B

In this section, the proposed approach in [1] ttdizes the mutually coupled dynamical

systems for achieving consensus between the agemsidied and simulated for further

investigation and for the purpose of comparing ithvthe proposed approach in this thesis.
The limitations of this approach are discussed arardetail at the end of this section. The
data of the three-generator system used in this sisdy exist in [1]. The continuous

consensus algorithm proposed in [1] utilizes tH®¥ang coupling protocol:
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b= 3 % - %) .

Where
K is a feedback control gain

C, is afixed parameter that adjusts the responsadi agent compared to the other agents

f(x, —=%) is a function of the difference between the agéate xand the neighbor state x
N, is the set of neighbor agents to node

And the state of the agents in the network evoase®rding to

X = H(x,u)

4.9
Which then leads to the agent states reaching seosuas on the following value:
N
2.6 %(0)
X=——F— (4.10)
2.6

Where

X is the weighted average of the initial stateshefagents.
N is the total nodes in the network.

The unweighted average consensus algorithm is @adpase of the above algorithm in

which ¢ =c; =K for all i, jO[LN]. In the case of the unweighted average consensus
algorithm, the agents reach a consensus on tleiold value:

1
x:NZK(O) (4.11)

In [1], a mix of the above weighted and unweightagrage consensus algorithms has
been used in solving the economic dispatch prolaleriollows:

Step 1) the agents compute the total system demaidy the unweighted average
consensus algorithm in which the initial state a¢leagent is

x(0)=NxPR,, Oi0d[LN] (4.12)
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Where P, ; is the load at bug and then the agents will reach consensus on thaniolg

value

%= i R, (4.13)

i=1

Considering the 3-generation unit system in [1§ assuming that the total system load is

equal to 975 MW and distributed between these thrieeses as follows,
P,.=200,R,, = 300R, ;= 47!, then the agents reach a consensus on the tstainsyoad

as shown in figure 4.17.
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Figure 4.17 Total system load as computed by egehta

Step 2) the agents use the weighted average carssalgorithm to reach consensus on
the global variablel —A A through initializing the agent states using théoleing formula
dc,| . APd*C|
. O = | + |
%(0) | “n aP| (4.14)

"% g X

And each agent adapts the following weight

d’C (4.15)

Where
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dc| dc

dr| " dP?
%

are the first and second derivative of the quadratbst function

C(P)=a P*+h P +c evaluated af, .
n, is the total number of generating units.

N
A Pis the total power mismatch and it is equanP,li in the first iteration.
i=1

By considering the 3-generator system again, timseawsus on the global variable-A A is
shown in figure 4.18 where the final valuelofAA1 =9.1631¢

Agent state

3.5
Time (sec)

Figure 4.18 Consensus on the global variabteA A by the agents

Step 3) after the agents reach consensus on the ¥l —AA, each agent uses this value
to update its solution as follow

L1 R
drR
AP=—>——— P=P-AP Oi0Ln,] (4.16)

by
In the first iteration,P is assumed to equal zero.

Step 4) each agent checks for constraints violadod decides if it will continue
participating or not. If the agent solution viokateither the upper or lower generation limit,
the agent adjusts its solution to that violatedtlimnd does not continue in the dispatching
process.
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In the case of the three-generator system, thiegiaserator reaches its upper limit, which
is 450 MW. This generator will then fix its gene@toutput power at this limit and will not
continue in the dispatching process. The outputgsdvom the second and the third units are

p% =305.3,p = 186.i MW.

Step 5) the agents use the unweighted average russalgorithm to compute the total
mismatch. Each agent initializes its state usimgftiowing formula:

x(0)=Nx(P,, —-P) TiO[LN] (4.17)

Then, if there is still a mismatch, the agents icw@ from step 2.

In the case of the three-generator system, thé motmatch is -32.9 MW due to the
limitation enforcement at generator 1. Therefone, agents of generator two and three will
continue from step two to recover this mismatclameconomical way. Figure 4.19 shows
the new computed value 6 A4, which is equal to 9.4.

After reaching consensus on the-AA value, each agent will compute the corresponding
update to its output power as in step 3 and tha 8olution to the 3- generators dispatching
problem will be

p =450, p{? =325 and p{? =200
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Figure 4.19 Consensus on the global variabteA A by the agents

Implementing the continuous consensus algorithrolires equipping each agent with an
oscillator (dynamical system). Considering an impatation based on a continuous state,
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the simplest dynamical system is a first-order ayicacircuit. This implementation can be

achieved by augmenting each agent with a capacitbese capacitors and the small
resistance of the lines that connects the capacifiarm a mutually coupled dynamical

system. If each capacitor has been charged bytageotorresponding to the agent’s initial
value and these capacitors have been connectethéogever a network, the agents will

reach a consensus on the average value of thal iagents’ states. This implementation of
mutually coupled dynamical systems is based onimoois states. Figure 4.20 shows the
simulation of this concept in Matlab and figure ¥4 2hows that the voltages across all the
capacitors have reached the same value, whichuial ¢g the average of the agents’ initial

values.

The idea of mutually coupled dynamical systemseis/unteresting. At the beginning of
this thesis work, the approach proposed in [1] wlagsen for further improvement of that
approach; however, this process was not continuedal the disadvantages discussed in the
following paragraphs, and a new approach has bempoped in this thesis to recover these
disadvantages.

The possible continuous state based implementdigmussed above has the disadvantage
of additional capacitors and controllable switcla#seach node. The application of this
implementation requires investigating any possipteblems that may result from the
application of these circuits. Such possible proisleinclude the need for multiple and
continuous discharging and charging of the capexiod losses in the lines connecting the
capacitors. The last issue may reduce the accwfacyormation sharing between the nodes.
For these reasons, implementing this approach wsgipgcitors and switches is not expected
even though being based on simple concept. ltpeaed that an implementation based on a
discrete version of this algorithm will be used which the agents will share their
information and reach a consensus using commuaorcatiessages. The corresponding
discrete version of this algorithm can be implemedntising the multi-agent technology;
however, it is expected that the number of commatioo messages and iterations will not
be less than that used by the approach discusste iprevious case study, and the total
communication time delay will not be lower. Thispextation is due to the fact that the
approach proposed in [1] requires the applicatibma series of unweighted and weighted
consensus algorithms for solving the convex econaiispatch problem instead of just the
application of one consensus algorithm or two cossge algorithms running in parallel as
proposed in [4].
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Figure 4.20 Simulation of a possible implementatiorthe continuous consensus algorithm
in Matlab
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Figure 4.21 Voltages of the capacitors in Figu&94.

The above concerns related to implementing theqa®g approach in [1] are not the main
disadvantages of this approach. As noted in equdtid2, this approach requires initializing
the state of each agent with a value proportiom#éihé number of agents. Consequently, each
agent has to know this number. Knowing this numieguires central authority assistance;
defining the losses coefficients of the network déach agent also requires central authority
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assistance. For this reason, this approach is anttetized approach and not a fully
decentralized approach since it still preservestedl for central authority for completing its
task successfully. Therefore, the approach proposét] lacks the suitable mechanism for
incorporating the transmission losses in a fullycedgralized manner; in addition, this
approach cannot be extended to solve the non-cosa@xomic dispatch problem if required.

4.4 3Part C

In [4], the authors proposed a technique for inooapng transmission losses while solving
the EDP using the consensus on lambda approacly.uBeel a six-bus, three- generator, and
11-line system, the data for which is availabld3d]. They also doubled the system load
from 210 MW to 420 MW and applied their proposedoaithm in order to dispatch the
system at the 420 MW load. The results obtainethlsyproposed algorithm was $ 127.33
MW, p, = 151.48 MW, and p= 148 MW [4]. According to [4], with this dispateig, the
power mismatch becomes zero, and the generatioatraquality constraint is satisfied;
however, summing the output power of the three gg¢oes gives a total power generated of
426.81 MW, which means that the total transmissimses are 6.81 MW. When the power
flow problem has been solved with the new load e@sland output generator power, the total
transmission losses are found to be 19.199 MW. g@roposed approach in this thesis has
been applied to solve the economic dispatch proliterthat system. In stage 2, the penalty
factors have been used with the equal incremerdat emethod for incorporating the
transmission losses [19], and there is no neethges3. To handle the significant change in
load from one dispatching period to the next, thiéofing strategy is applied. Each agent
solves the EDP for a total system load of 420 MWhaewt the inclusion of the transmission
losses. The power levels output from the unitsthes used as initial values for the power
flow problem in order to compute the loss coefintg following which, each agent uses the
equal incremental cost method with the penaltydiisgcto resolve the EDP with the inclusion
of the transmission losses. The output results fadispatching the units are shown in Table
4.5.

TABLE 4.5
RESULTS FOR THREEGENERATOR SYSTEM WITH CONVEX COST FUNCTIONS
Output power Output power Output power
P1 139.1997 P 153.8351 R 146.2829
Total power Total losses Total cost
439.3177 19.3177 5923.91 $/h
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When the power flow problem is solved with the aiitpower indicated in Table 4.5, the
total transmission losses are found to be 19.2 M@/with the first case study in [4], this
case study does not consider the generation limits.

4.4 4Part D

This section provides a comparison between the degentralized approach and the
centralized approach with respect to solving thePEBIthough more data flow over the
communication network than in a centralized systém, decentralized approach has the
advantage of no single system node is subjectdonamunication bottleneck or increased
management complexity relative to the other systemies. In centralized systems, if one
node is assumed to be distinct from the other systedes so that it provides central
management for the system, as shown in Figure (@R2nd if it is assumed that the central
node needs to collect data from the other systees)dhe central node then solves the EDP
and sends the results back to the other systensnode

O

NP )
o

O

(a) (b)
Figure 4.22 Case study 4, part d: (a) star topofogyentralized system; (b) ring topology
for decentralized system.

If the total number of nodes excluding the centradle is n, then the total number of
messages communicated for the centralized systein.id\ll of these messages are either
received or sent by the central node for the perémce of one task such as solving the EDP.
As well, n communication links end at the centrad®e. On the other hand, if a fully
decentralized operation with ring communicationprégs assumed, as shown in Figure 4.22
(b), each node has only two communication charc@isected to it whatever the size of the
system. Based on the assumption, as stipulateukiprioposed decentralized approach, that
each node needs to collect system data in ordprawess these data locally and produce a
decision with the same efficiency as that in thetiaized system, the number of messages
then received by each node in the system equalspevateration. The total number of

49



iterations required for sharing the informationvibe¢n the agents is proportional to the
system size and can be computed according to (4The increased number of
communication iterations adds a time delay; howeagrshown in the previous case studies,
this time delay varies from fractions of secondsnmall systems to approximately 1.84 sec in
the 40-unit system, which means that the time detaynegligible compared to the
dispatching period which has a time scale from b toia few hours.

Till this point, the centralized system and thepgm®ed decentralized system have been
compared with respect to the communication netweénk.important advantage that the
proposed decentralized system has is that there isader or centralized node and hence no
concerns related to single point failure issue[fl]-Also, decentralized systems are more
scalable and more flexible with respect to systeanges than centralized systems [4].
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Chapter 5
Discussion and Conclusion

5.1 Discussion and Future Work

Although this thesis has demonstrated several ddgaa associated with the proposed fully
decentralized approach for solving the EDP, thistise discusses possible limitations
associated with the practical application of thepmsed approach in real-life systems and
suggests future research that could be expectembldoess these limitations. During the
process of tuning the differential evolution algimm, it was noted that the differential
evolution algorithm control parameters are sensitovthe formulation and dimensions of the
problem. If the differential evolution algorithm sideen used to solve other problems with
different dimensions based on the same parametingsedescribed in this thesis, it may
therefore not provide a high-quality or satisfagt@olution. This problem is a general
problem associated with many metaheuristic teclesqand with any centralized,
decentralized, or distributed approach that uslizeich techniques. This problem can be
addressed through the use of a more efficient reatatic technique that either relies on
control parameters less sensitive to the problemditation and dimensions or incorporates a
self-tuning feature. Examples of already-existiati-gining differential evolution algorithms
are those reported in [32] and [35].

Other challenges that may be associated with tleetipal implementation of the
proposed approach are related to cyber-attacksinghgystem and unit data between system
nodes is not an issue because these data can ftyptedcif necessary during their transfer
between system nodes; however, injecting false titatawill misdirect the system operation
may be considered problematic. This drawback i®a@ated with any distributed and
decentralized approach, including the consensuambda approach, and can occur in any
system that employs a communication layer for sigadata among system nodes because
unauthorized individuals are able to access thas® @ communication networks. For this
reason, although this research has included theessful use of the internet for creating a
communication link between two nodes at differedatkions, it is expected that a practical
implementation of the proposed approach would reqaispecial dedicated communication
network for connecting the system nodes, so thablithe internet could be avoided.

Future work can include the extension of the pregoapproach to solve the dynamic
economic dispatch problem over a 24-hour time looriZ his includes adapting the proposed
fully decentralized approach for solving the unimomitment problem. In this case, the
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system and units data sharing process throughdbding-based consensus algorithm can be
applied once per day before solving the unit comaitt problem. Thereafter, the flooding-
based consensus algorithm will be run for eachaticspng period in order to update the
agents about the system load. If an emergent chantdpe network state has been detected
by any agent, then this agent will initiate theofling-based consensus algorithm to share its
information about this change in order to the ageain take appropriate action if needed.
Future work can also include studying different coumication graph topologies and the
effect of the variability of the network topologn the proposed approach operation.

5.2 Conclusion

This thesis has presented a new fully decentrabggutoach for solving the EDP based on
data networks and multi-agent technology. For sigatthe information required by the agents
to act intelligently, a flooding-based consensgoalhm over a ring communication graph
that connects the agents has been proposed. Watltuitrent advances of metaheuristic
techniques and the application of the proposedaogmpr, the non-convex economic dispatch
problem can be solved efficiently with high quaksyiutions in a fully decentralized manner.
For solving the non-convex economic dispatch probléhe proposed approach consists of
three stages: the flooding-based consensus algor#tlused for sharing the units and system
data during the first stage; a suitable metaheatisthnique is employed in the second stage
for solving the NCEDP; and the flooding-based cosse algorithm is reapplied in the third
stage for sharing the information required. The esapproach can be adapted to solve the
EDP with convex cost functions through using theatgncremental cost method in the
second stage and the third stage is not neededprbpesed approach and its methodology
of sharing the data directly between the systenesadfers significant advantages such as
incorporating the transmission losses accuratelg aolving the NCEDP in a fully
decentralized manner. An experimental setup has leeeployed for approximating the
communication time required with the proposed apgio The time delay introduced by the
operation of the proposed approach varies fromtinas of seconds in small systems to
approximately 1.84 seconds in the 40-unit systermichvis negligible compared to the
dispatching period which has a time scale from b taia few hours. Also, this time delay is
smaller than that introduced by the well-known @nstis on lambda approach for solving
the EDP with convex cost functions as demonstratezhe of the case studies presented in
this thesis. The results obtained from the fourecstsidies examined in this thesis indicate
that the significant advantages of the proposedaogmh candidate it for solving other smart
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grid decision making problems in a fully decentzati manner. Future work could explore
solving the security constrained economic dispgiciblem, optimal power flow problem,
unit commitment problem, and any other challenbes tequire information sharing between
the system nodes in order to be implemented itlyadecentralized manner.
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Appendix A

The following Table provides the output power da# timits which represents the best solution
computed by the differential evolution algorithmden the following control parameters

- Number of runs: 120

- No of iterations: 1,500

- Scaling factor = 0.09

- Crossover probability = 0.5

- Population size = 500

Table Al
40-GENERATOR TEST SYSTEMOUTPUT POWER FROM THE UNITS FOR
THE BEST SOLUTION

Power output Power output Power output Power output
(MW) (MW) (MW) (MW)

P, | 110.7997| p;; | 94.0003 | p,; | 523.2794 | py; 189.9991
P, | 110.8000| p;, | 94.0001 | p,, | 523.2793 | p,, 189.9999
P; | 97.4011 | p; | 214.7593 | p,; | 523.2792 | Py, 189.9999
P, | 179.7331| p, | 394.2790 | p,, | 523.2794 | Py, 164.8001
P; | 87.8003 | Pg | 394.2795 | P, | 523.2793 | Py 199.9660
Ps | 139.9999| p; | 394.2792 | p,; | 523.2806 | Py 194.4307
P, | 259.5998| p,; | 489.2799 | p,, 10.0001 | Py, 109.9998
Ps | 284.5998| p;g | 489.2791 | Py 10.0001 | Py 109.9997
Py | 284.5998| Py | 511.2792 | P, 10.0000 | Py 109.9991
P, | 130.0001| p,, | 511.2795 | Py, 87.7999 | P, 511.2796

Total power 10,500 MW Total cost 121412.6811 $/hr|
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