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Abstract 
 

The accurate simulation of nonlinear radio frequency (RF) circuits under unmatched impedance 
conditions depends heavily on the device model used. Recently, measurement-based models 
under unmatched conditions were proposed in the literature, such as X-parameters and the Cardiff 
model, with acceptable device modeling accuracy under continuous-wave (CW) and multitone 
excitations. However, these schemes drop in accuracy when driven with wideband modulated 
signals since the pseudo-static property of the CW stimulus fails to capture the nonlinear device 
dynamics. Being a general framework to model nonlinear dynamic systems with fading memory, 
the Volterra series was successfully applied to model nonlinear RF devices under matched 
conditions. However, the few reported attempts to generalize the Volterra series to unmatched 
device scenarios oversimplify the formulation due to the underlying complexity burden.  

This thesis presents a novel low-complexity envelope domain multivariate model (i.e., dual-
input dual-output or DIDO Volterra model), tailored to unmatched devices. The proposed model 
offers a theoretical framework to model the nonlinear device’s behaviour in any two-port network 
around the fundamental frequency. As the proposed methodology does not include any 
assumptions about the device under test (DUT), the resulting model can be applied to either RF 
transistors or power amplifiers (PAs). The detailed derivation steps, as well as the resulting 
mathematical formulations, are presented and discussed. For a fair assessment of the model’s 
performance, a simulation procedure was developed where a PA under varying load impedances 
was modeled. 

Any modeling exercise is tightly coupled to both the device characterization and 
measurement procedures. Indeed, the successful application of a behavioral model is contingent 
on a precise extraction of the nonlinear measurements. In the case of the DIDO Volterra model, 
the use of modulated signals as stimulus further complicates the measurement procedure and a 
more careful extraction procedure should be implemented. The platform should be able to 
correctly measure the travelling waves’ envelopes at the device ports while controlling the 
source/load impedances. Hence, the second part of this thesis outlines progress towards the 
realization of such a platform and focuses on explaining the associated challenges. A thorough 
discussion of the platform architecture and the underlying building blocks is presented and the 
related choices justified. Furthermore, additional calibration routines under wideband signals are 
described. 
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Chapter 1 

1. Introduction 
1.1 Motivation 
The number of connected devices has seen exponential growth during the last decade. 
Smartphones and tablets, currently estimated at around 1.5 billion with a steady increase in this 
number projected, are pushing towards more data speed and more network capacity. In addition to 
the voice services, smart device users increasingly rely on internet-based services (email, 
streaming, social networks…) and expect reliable and high data rate throughout the network 
coverage. To satisfy this demand, for each generation of mobile telecommunication technology, 
the RF front-end specifications are increasingly stringent in terms of operating frequency, peak to 
average power ratio (PAPR) and signal bandwidth. As an illustration, the nominal bandwidth of 
GSM standard (2nd generation) is 200 KHz while LTE-Advanced standard (4th generation) 
supports up to 5 carriers and up to 100 MHz bandwidth, which enables download speeds of up to 
1 Gbit/s for low mobility communication scenarios. 

These tight specifications dictate strict linearity and efficiency requirements for RF 
transceivers and further complicate the design flow of any microwave circuit. In fact, achieving 
higher efficiency requires the device be driven into the nonlinear region which creates a dilemma 
for the designer who has to make a tradeoff. Therefore, the linear and narrowband approach for 
designing microwave circuits which is based on an iterative process of designing, testing, then 
tuning is simply no longer applicable. The solution resides in the utilization of computer-aided 
design (CAD) tools, now mandatory for simulating and optimizing the design to avoid the lengthy 
measure & test approach and reducing the overall time-to-market. Despite the advances made in 
recent CAD simulators, the agreement between simulation and measurement results has been an 
issue for designers. The roadblock to the accuracy of these simulators lays predominantly in the 
precision of the used nonlinear device model, especially the transistor model. Therefore, any 
effort to improve the simulators performance goes through the process of developing accurate 
nonlinear device models. 

Nonlinear device models could be grouped under three categories: phenomenological or 
physical models, compact models and behavioral models. Phenomenological models are inspired 
from the physics of the devices while compact models provide a circuit representation that mimics 
the behavior of the device. Behavioral models is based on black-box mathematical 
approximations that map the outputs of the device to its inputs independently of their generation 
mechanism. Behavioral models have been widely adopted as they are technology-independent and 
have significantly faster system-level simulation. In the context of unmatched devices, like it is 
the case for transistors, measurement-based behavioral models are generally extracted under CW 
excitations based on different operation conditions (device dimensions, DC biasing, carrier 
frequency, input power) as well as source/load terminations.  

It is important to be aware that successful behavioral models are highly dependent on the 
availability of advanced characterization platforms. Nonlinear measurement setups that can 
characterize nonlinear RF circuits in terms of power gain compression, efficiency, output power, 
intermodulation products under different source/impedances, input power stimulus and bias 
conditions have been developed following several configurations. Hence, advances in the 
modeling generally follow breakthroughs in the characterization techniques and specialized test 
equipment. Traditional measurement systems cannot provide voltages and currents information at 
the ports of the DUT. However, the recently available nonlinear vector equipment can perform 
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unrationed vector measurements, i.e. amplitude and phase, while preserving the relative phase 
between fundamental frequency and its harmonics [1]. Capturing all spectrum components and 
ensuring their relative phase coherency enables the reconstruction of time domain signals and 
provides the designer with valuable information. The emergence of nonlinear vector equipment 
greatly boosted the development of behaviour models for nonlinear devices. 

Despite the progress made in the characterization of nonlinear devices, the discrepancy 
between the CW or multitone and wide-band modulated signal stimulus creates a major handicap 
and further complicates the modeling process. Indeed, the conditions under which the DUT is 
excited for model parameters extraction differs from the conditions of its deployment resulting in 
unpredicted results. Therefore, there is a need for developing a novel characterization platform 
along with behavioral models, both using modulated signal, to help overcome this limitation.  

1.2 Problem Statement 
This thesis targets in particular two nonlinear devices: transistors and RF PAs. However, the 
concept developed can be applied to any RF two-port device. Transistor models enable the RF 
circuit designer to perform accurate simulations. Furthermore, accounting for the mismatch in RF 
power amplifiers should provide a tool for system level simulations to properly conduct multi-
stage RF power amplifier design and to predict the overall behavior of a RF power amplifier 
cascade with an another nonlinear device. For example, it should be possible to predict the effect 
of a change in the antenna’s impedance that follows the RF power amplifier.  

As stated previously, behavioral models for unmatched nonlinear devices are generally 
extracted under CW harmonic excitations. CW stimulus static nature includes only for the quasi   
-static response of DUT and excludes the device dynamics, which compromises the model 
accuracy when used under realistic modulated signal excitations. With wideband signals, the 
distortions attributed to memory effects increases and cannot be neglected anymore. In the case of 
a transistor, memory effects are the combination of different physical phenomena such as trapping 
effects, biasing network and any matching network associated with the transistor. They are 
generally classified as short-term memory effects or long-term memory effects depending on their 
time constant that ranges from nanoseconds to seconds. Due to memory effects, the nonlinear 
device’s response is no longer solely dependent on the instantaneous voltages and currents at the 
port of the device but also depends on the past instances of the voltages and currents. Moreover, 
the thermal behaviour differs between CW excitation and modulated signal excitation and 
capturing the self-heating mechanism becomes a mandatory task.  In order to solve this issue, a 
novel model was developed, to account for the dynamics that the DUT exhibits under modulated 
signals stimulus using model formulation and extraction around modulated signals. 

Rather than starting from a static formulation and trying to augment the model in order to 
account for memory effects and thermal behaviour which can be a complicated exercise, this work 
uses Volterra series as general framework that inherently captures nonlinear devices’ dynamics 
with fading memory and aims instead to reduce its complexity to a practical degree. Indeed, in the 
context of matched environment, like RF PAs, behavioral models are often based on polynomial 
functions approximation (derivatives of the Volterra Series) or artificial neural network (ANN) 
driven with realistic modulated-signals. Therefore, this thesis focuses on the extension of the 
Volterra series formalism from the single-input single-output (SISO) context for matched 
nonlinear devices to the context of dual-inputs dual-outputs (DIDO) unmatched nonlinear devices.  

The motivation behind this expansion is to take advantage of the success of Volterra series, 
proven in the context of matched environment especially its ability to model memory effects, and 
apply it to unmatched environment. The extension takes particular care controlling the complexity 
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of the model in order to enable its practical deployment in CAD environment given that Volterra 
series complexity is already an issue in the SISO formulation. The new model, extracted under 
modulated signal, should yield more accurate system level simulation with reasonable 
complexity.  

The DIDO Volterra model uses a modulated signal as stimulus imposing the development of 
nonlinear characterization setup that uses modulated signal stimuli. The development of this setup 
is not straight forward and involves the use of advanced measurement equipment as well as 
sophisticated calibration and validation routines since errors in measurements can significantly 
degrade the results of the model. Hence, in addition to the DIDO Volterra model, this thesis 
compiles guidelines, calibration procedures, challenges investigation and initial steps towards the 
development of such platform.  

1.3 Thesis Organization 
The thesis is organized in five chapters. A brief summary of the contents of each chapter is 
presented below:  

• Chapter 1: This chapter represents an introduction that motivates the work presented and 
gives an insight on the challenges that had to be overcome as well as the expected results. It 
clarifies the problem at hand and its relevance. It also focuses on the novelty in the proposed 
solution. 

• Chapter 2: The second chapter summarizes state-of-the-art nonlinear measurement setups 
as well as nonlinear device behavioral modeling approaches used in the literature. First, the 
measurement setups are compiled and compared in terms of their capabilities, measurement 
time, harmonics, etc.  Secondly, the modeling approaches are classified in two categories: 
The first includes, the models used under the describing functions framework for unmatched 
environment, where X-parameters model and Cardiff model are taken as examples, whereas 
the second contains the models based on Volterra series framework for matched 
environment.  In the last section of this chapter, a comparison between the two modeling 
frameworks is conducted.  

• Chapter 3: The third chapter focuses on the newly developed DIDO Volterra model. The 
steps to establishing the model formulation and derivation from the SISO Volterra model are 
explained. Also, the reduction in the complexity of the model is illustrated. Finally, the 
phases of extraction procedure are detailed and the simulation results using a CAD 
commercial simulator, Agilent Advanced Design System (ADS), in terms of nominal mean 
square error (NMSE) and frequency spectrum for validation purposes are presented.  

• Chapter 4: Chapter four describes the measurement setup for extracting DIDO Volterra 
model using modulated signals. The challenges and guidelines for implementing the setup 
are discussed. Calibration routines and measurement procedures are illustrated. Experimental 
results are also provided using in-lab equipment. 

• Chapter 5: The final chapter includes a summary of the important aspects discussed in 
this work concerning both modeling and characterization and explains the future steps that 
could be performed to improve the current results.  
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Chapter 2 

2. Nonlinear Device Characterization and Behavioral 
Modeling Approaches 

2.1 Nonlinear Characterization and Behavioral Modeling 
Overview 

Extracting a phenomenological transistor model or a compact model has always been a complex 
and time-consuming task. The difficulty is worsened by the fact that these types of models are 
technology-dependent and therefore need to be re-extracted with each advance in the semi-
conductor technology.  Moreover, when implemented within a CAD environment to perform 
system level simulation, they need a long and sometimes unpractical simulation time. For all the 
previous reasons, behavioral modeling is an alternative solution. In fact, behavioral modeling is a 
technology-independent, black-box framework that significantly simplifies the modeling 
procedure of nonlinear devices. If extracted under the same conditions as the application 
conditions, behavioral models yield accurate performances since they are based on the 
interpolation and extrapolation capabilities of the global mathematical functions used.  

Different possible classifications were suggested in literature for the behavioral models. The 
classification adopted in this thesis is based on the matching conditions of the DUT and results in 
two main categories: 

• Modeling of Nonlinear Unmatched Devices 
The modeling of nonlinear unmatched devices has to take into account the effect of the 
source/load impedances in order to predict the behavior of the DUT under different terminations. 
If the DUT was linear, extracting S-parameters under a certain source/load impedances would be 
sufficient to predict the behavior of the DUT under any other source/load impedance. 
Unfortunately, it is not the case for nonlinear devices. The typical example is when the DUT is a 
transistor. In that case, the performance of the transistor (gain, output power, efficiency, noise …) 
are a function of the source/load impedance and finding the right impedance is an important step 
of the RF nonlinear circuits design. The availability of a model for unmatched environment that 
predict accurately the behavior of the transistor avoids the long series of load-pull measurements.  

• Modeling of Nonlinear Matched Devices 
Models for matched nonlinear devices include system level components of RF transceivers like 
PA, low noise amplifier (LNA), mixers …. In the case of RF PA, they are used to derive pre-
distorter and post-distorter in order to linearize the RF PA [2]. Figure 2.1 shows a representation 
of two-port network using power waves where a1 and a2 are the incident power-waves while b1 
and b2 are the emerging power-waves. In the context of nonlinear matched devices, a2 is equal to 
zero.  

 
Figure 2.1 - Two-Port Device Representation 

a1

b1

a2

b2
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Indeed, b1 results from a mismatch at the input of the device while a2 is the generally a portion of 
the b2 reflected back to the device because of a mismatch at the load side. 

In the case of matched nonlinear devices, the measurement procedure is not complicated. A 
signal generator produces the modulated signal at the fundamental frequency. The signal goes 
through a driver if it needs to be amplified. Drivers are linear power amplifier that should not 
introduce any additional distortions to the signal. Afterwards, the signal is fed to the DUT and 
then to the receiver after the appropriate attenuation is applied. The whole measurement is 
conducted at the instruments impedance (generally 50 Ohm) at all frequencies. The challenges of 
such measurement are related to the wide bandwidth acquisition, dynamic range and high 
fundamental frequencies. The measurement setup is illustrated in Figure 2.2. 

 
Figure 2.2 - Measurement Setup for Matched Nonlinear Devices 

However, in the case of unmatched nonlinear devices, the measurement setup are much more 
complicated because the measurement system should be able to present different and controlled 
source/load impedances at the port of the device. Moreover, the measurement system is expected 
to measure the current and voltage or equivalently the power waves (A-waves and B-waves) at the 
port of the DUT. Hence, to develop behavioural models and even compact models device that are 
not available from the manufacturers, to represent behavior under unmatched conditions, diverse 
nonlinear characterization systems have been developed during the last decades. Due to the 
importance of these test benches, a large number of publications exists where each one of these 
publications tackles a particular aspect in the measurement procedures or exploits the advances in 
measurement equipment. 

This chapter is structured in two parts. The first part gives an overview of nonlinear 
unmatched characterization systems structure followed by a state-of-art review of available 
characterization setups. The second part deals with the modeling aspect. It details the describing 
functions framework for modeling nonlinear unmatched devices. Then, it presents Volterra series 
framework for nonlinear matched devices. Finally, it concludes by comparing the diverse aspects 
of these two frameworks which will serve as an introduction and motivation to the DIDO Volterra 
model formulation. 

2.2 Nonlinear Characterization Setups 

2.1.1 Nonlinear Characterization Setups Structure 
The variations of the nonlinear characterization systems, as described in the literature, are 
classified under three major categories, namely the type of stimulus used to excite the DUT, the 
measurement equipment used to measure the RF signals and the waveform engineering procedure 
used to control the source/load terminations at the DUT ports. Figure 2.3 summarizes the three 
parts of any nonlinear characterization setup and provides some examples under each category. 
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Figure 2.3 - Three Parts of Nonlinear Characterization Setups 

2.1.1.1 Waveform Generation 

Traditionally CW signals were used to characterize nonlinear devices. However, Pulsed CW, 
multitone and recently modulated signals where used as well in few works.  

Using CW signals, performances like power gain and efficiency are measured against input 
power and ports terminations among others. However, CW stimulus cannot distinguish between 
the static nonlinearity of the DUT and its thermal behavior. Indeed, when driving a transistor 
under CW stimulus, it is subject to self-heating and its electrical characteristic changes 
significantly. To overcome this limitation, multiple characterization setups are developed using 
pulsed CW measurements. In a pulsed measurement the DC bias or/and the RF signal are pulsed 
with a certain pulse width where pulse width is the ratio between the on time to the off time 
during the pulse period.  When the pulse period is narrow enough, isothermal behavior is 
achieved. Figure 2.4 shows the IV curves of an LDMOS transistor with pulsed signals and CW 
signals and how the behavior differs. 

 
Figure 2.4 - Static IV vs. Pulsed IV measurement for a LDMOS Transistor [3] 

Another benefit of pulsed measurements is that it alleviates the power handling requirement 
of the measurement system when characterizing high level devices as high power CW can 
damage the system or damage the device under test due to self-heating.  

When concerned with the evaluation of the linearity of the DUT, a typical test consists in 
using multitones excitations and measuring the resulting intermodulation products. For example, 
if a two-tone test is performed on a nonlinear device at frequency f1 and f2, the nonlinearity will 
create frequency components, called intermodulation products (IMD), at 𝑛𝑛𝑓𝑓1 + 𝑚𝑚𝑓𝑓2  of order 𝑛𝑛 +
𝑚𝑚. The relative power of the 3rd order intermodulation products, 2𝑓𝑓1 + 𝑓𝑓2 and 2𝑓𝑓2 + 𝑓𝑓1 , to the 
fundamental tones power (IMD3) is often used as metric to quantify the degree the DUT 
nonlinearity (see Figure 2.5). The higher the IMD3, the stronger the nonlinearity.  

 

Id 

Vd 
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f1 f2 f1 f22f1+f2 2f2+f1

DUT

 
Figure 2.5 - DUT 3rd Order Intermodulation 

As discussed before, CW characterization is limited to the quasi-static electrical behaviour 
and ignores the device dynamics. For this reason, more and more work focuses on multitone and 
modulated stimulus to characterize the memory effects and ensure more realistic performance to 
the extracted models when used with wideband modulated signals. When generating CW signals, 
multiple signal generators are combined and phase synchronized to produce the desired signals at 
fundamental and harmonics. However, for wideband signals (Multitone and modulated signals), 
arbitrary waveform generator (AWGs), which are basically high-speed digital to analog 
convertors (DACs), are used to create the baseband signal that is up-converted to the fundamental 
frequency.  

2.1.1.2  Waveform Measurement Instruments 

Waveform measurement instruments measure the currents and voltages at the DUT reference 
plans and provide frequency domain or/and time domain information under various operation 
conditions. Waveform measurement instruments are classified in three main categories: 

• High-speed oscilloscopes: Scopes measure the waveform in time domain. They are limited 
by the achievable sampling speed. In order to satisfy Nyquist–Shannon sampling theorem, 
the sampling frequency of the oscilloscope has to be more than twice the highest harmonic 
measured which can easily reach few GHz. Since they capture the time domain signal,  
oscilloscopes measure all the spectrum components but they suffer from a low dynamic 
range which is usually around 60 dB and sampling clock jitter issues at very high 
frequencies. (see Figure 2.6) 

 
Figure 2.6 – High-speed Scope Based Characterization Setup [1] 

Large Signal Network Analyzers (LSNA): LSNA measures a low-frequency alias of the high 
frequency signal’s harmonics through the process of sub-sampling. The sampling frequency is 
generally around 20 MHz which is significantly lower than oscilloscopes. LSNA can only 
measure band-limited signals otherwise they suffer from aliasing. They can have a moderate 
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dynamic range but it still lower than the nonlinear vector network analyzer (NVNA). They also 
suffer from limited phase accuracy. (see Figure 2.7) 

 

Figure 2.7– LSNA Based Characterization Setup [1] 

• Nonlinear Vector Network Analyzers (NVNA): Based on VNA technology, the NVNA 
follows a heterodyne architecture to measure the magnitude and phase of the signal’s 
frequency components one at a time in a phase coherent manner. Agilent NVNA for example 
use an external comb generator to ensure the phase coherency between fundamental and 
harmonics. NVNA has the highest dynamic range but the successive procedure of spectrum 
measurement can lead to long measurement time. (see Figure 2.8) 

 
Figure 2.8 – NVNA Based Characterization Setup [1] 

Each type of these instruments is used extensively for CW, pulsed CW and even multi-tone 
applications, but face major issues when the signal bandwidth is increased to the range of 100 
MHz and beyond. 

2.1.1.3 Waveform Engineering Approaches 

Waveform engineering approaches implies the ability to synthesize specific voltages and currents 
waveforms at all ports of the DUT. For a two-port network, such as transistors, waveform 
engineering at the load side is called “load-pull” and at the source side is called “source-pull”. 
Different techniques for source/load pull exist and they are classified in three categories: 

• Passive load-pull: Historically passive load-pull are achieved using around tuners which are 
narrowband mechanical equipment composed of multiple stubs and stub lines that can be set 
to present a user-defined impedance at the ports of the DUT. Its simplicity of use is the 
reason behind its popularity within the industry. However, these tuners are slow to move 
from impedance to another and limited in their ability to provide high reflection coefficients 

8 
 



because of the losses between the tuners and DUT. Most of the time, the process includes a 
lengthy calibration phase. Multi-harmonic tuners are employed to control the reflection 
coefficients at a certain fundamental frequency and its harmonic frequencies.  Figure 2.9 
shows an example of passive tuners. 

 
Figure 2.9 - Passive Tuner Diagram [4] 

• Active load-pull: In order to overcome the limitations of passive tuners, especially the ability 
to cover the whole Smith chart, active load-pull has been gaining attention in recent years. In 
active load-pull, the signal at the output of the DUT is absorbed into a load or partially 
redirected to the DUT and another signal is injected to emulate a certain impedance. Active 
load-pull have been deployed using three different configurations: open-loop configuration 
and closed-loop configuration and envelope configuration (see Figure 2.10).  

 
(a) Open-loop 
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(b) Close-loop 

  
(c) Envelope load pull 

Figure 2.10 - Active load Pull Configurations: (a) Open-loop, (b) Close-loop, (c) Envelope load pull [5] 

In the open-loop active load-pull, the output power wave from the DUT is fully absorbed 
and a different signal is independently injected while in the closed-loop active load-pull, the 
output signal of the DUT is re-routed back after adjusting its phase and magnitude. The latter 
configuration has the downside of degrading the characterization system’s inherent stability. 
Filters are generally introduced in the path of the signal in order to avoid oscillations. Also, the 
impedance provided by this configuration is limited over a narrow bandwidth. Thus, the open-
loop active loading method is preferred, though it may suffer from lengthy iterative procedure to 
reach a specific impedance. On the other hand, in envelope load-pull, the output signal is first 
demodulated, then processed by an analog circuit before being again modulated and injected back 
into the DUT port. 

Table 2.1 compare passive load-pull and active load-pull (open-loop and close-loop) under 
different criteria. 

Table 2.1 - Comparison Between Passive Load-pull and Active Load-pull 

 
Passive Load Pull 

Active Load Pull (Open 
Loop) 

Active Load Pull ( Closed 
Loop ) 

Inherent System 
Stability 

Not prone to oscillations Not prone to oscillations Prone to oscillations 

Coverage Limited maximum 
reflection coefficient 

All Smith Chart All Smith Chart (linearity 
limit) 

Impedance 
Synthesis 

No iterations 

Independent on input 
drive levels 

Iterations needed 

Dependent on input drive 
levels 

No iterations 

Independent of input drive 
levels 

Challenges Difficult for high 
frequencies and high 
power 

Difficult for high power Difficult for high power 

Bandwidth Narrow-band  Broader  bandwidth  Narrow-band  

Harmonic Control  Easy Difficult Difficult 

On-Wafer 
Measurement 

Vibration Problem 

Additional leading loss 

Easier Easier 
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Cost Cheapest More Expensive More Expensive  

• Hybrid load-pull: Hybrid load-pull combines the passive load-pull and active load-pull in order 
to exploit the advantage of each load-pull type. These advantages are mainly the high power 
handling capabilities of passive tuners and Smith chart coverage of active load-pull. Hence, 
combining the two load-pull techniques should avoid the use of expensive drivers in the active 
load-pull and compensate for the losses in the passive load-pull. 

One of the common techniques to achieve the combination of the active load-pull and 
passive load-pull is the use  fundamental tuners instead of harmonic tuners to set the impedance at 
the fundamental frequency and to control actively the harmonics. Indeed, passive tuners at the 
fundamental frequency will reflect a part of the power to the DUT and hence avoid the use of 
expensive high-power drivers if the impedance is to be set actively. Moreover, the power at the 
harmonics are lower and hence active-load pull at the harmonics just need low-power broadband 
power amplifiers.  Figure 2.11 presents an example of hybrid setup where the fundamental 
impedance is set actively and the impedance at the harmonics are set actively published in [6]. 

 
Figure 2.11 - Example of a Hybrid Load-pull [6] 

2.2.2 State-of-the-art Nonlinear Characterization Setups 
Passive load-pull the first load-pull systems to be available due to their simplicity of use. Pioneer 
work on active nonlinear characterization setups go back to the original contribution of Takayama 
who introduced the first open-loop active load-pull system in 1976 [7]. Afterwards, Bava and al. 
introduced the closed-loop active load-pull in [8]. Since then, several works have been conducted 
to increase the capacities of the load-pull setups. Each novel contribution focused in particular 
aspect to improve. The main aspects for which a nonlinear system should be evaluated are listed 
below: 

• Power Handling: Power handling is the ability of the setup to characterize high power 
devices. This can be problematic especially in active load-pull as it requires expensive linear high-
power drivers to reach the desired power levels and high load impedances. 

• Signal Bandwidth: Signal bandwidth is important when the stimulus is a multitone signal 
or modulated signals. 

• Radio Frequency Range: Frequency range determines the lowest and the highest 
frequencies that can be handled by the setup. Thus, it defines the number of harmonics that can be 
measured.  

• Stability: Stability describes the possibility of the setup to induce oscillations.  
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• Harmonic & Baseband Tuning Capability: Nonlinear Setups are expected to control and 
to measure the signals at the DUT ports around the fundamental frequency but not all of them can 
control or measure the spectral components at the harmonics and low frequency, though arbitrary 
impedances at these frequencies can change radically the behaviour of the DUT. 

• Measurement Accuracy & Dynamic Range: Errors in the characterization procedure 
degrades the performance in the modeling and can mislead the designer and delays the design 
process. 

• Reflection Coefficient Coverage: As stated before, passive load-pull systems cannot cover 
the whole Smith chart and present a reflection coefficient equal to one. Active load-pull has no 
coverage limitation and can even present a reflection coefficient superior to one. 

• Device insight: Device insight is mainly defined through the nature of stimulus used, the 
control over the device temperature and the spectrum components measured and time domain 
reconstruction ability.  

The table below shows a compilation of the major developed setups available in the 
literature. Attempts have been made to develop characterization systems that satisfy the following 
criteria which are directly related to the targeted application by supporting specific types of 
stimulus, using particular waveform measurement instrument and appropriate waveform 
engineering approach.  

Table 2.2 - Comparison of State-of-the-art Nonlinear Characterization Setups 

Criteria  [6] [9] [10] [11] [12] 

Waveform 
Measurement 
Instruments 

Oscilloscope  x    

LSNA    x  

NVNA     x 

Other x (1)  x (2)   

Waveform 
Engineering 

Passive Load-pull 
(LP) 

    x 

Open loop LP    x  

Close loop LP      

Envelope LP  x x   

Hybrid LP x     

Waveform stimuli CW x    x 

Pulsed CW    x  

Multitone  x    

Modulated Signal   x   

Frequency domain and 
Time Domain 
Capabilities  

Harmonics x  x x x 

Baseband   x x  

Time Domain    x  

(1) Vector network analyzer (VNA) ; (2) Mixer-based system 
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Figure 2.12 below summarizes of the different parts of nonlinear characterization systems in a tree-
format where branch represent a possible setup configuration.  

Large-signal high power characterization Test bench

Passive 
Load Pull

Hybrid load 
Pull

Modeling of Nonlinear Unmatched Devices under Modulated 
Signals

Active – 
Open Loop 
Load Pull

Active – 
Close Loop 
Load Pull

OSC. LSNA NVNA OSC. LSNA NVNA OSC. LSNA NVNA OSC. LSNA NVNA

Waveform 
Engineering

Waveform 
measurement 
Instruments

Waveform 
Stimulis MT Mod.CW Pulsed MT Mod.CW Pulsed MT Mod.CW Pulsed MT Mod.CW Pulsed

 
Figure 2.12 – Nonlinear Characterization Setup Structure Breakdown 

2.3 Describing Functions Framework for Modeling Nonlinear 
Unmatched Devices 
Within the describing functions framework, the quantities considered are the traveling 

voltage waves (or equivalently the power waves). Same as the case of S-parameters, they are the 
linear combinations of voltages and currents at the ports of the DUT (see Figure 2.1). A-waves 
(a1, a2) are the incident waves and B-waves (b1, b2) are the reflected waves as shown in equations 
(2.1) and (2.2). 

 𝑎𝑎𝑖𝑖 =
𝑉𝑉𝑖𝑖 + 𝑍𝑍𝑖𝑖  𝐼𝐼𝑖𝑖
2�𝑅𝑅𝑅𝑅(𝑍𝑍𝑖𝑖)

 (2.1) 

 𝑏𝑏𝑖𝑖 =
𝑉𝑉𝑖𝑖 − 𝑍𝑍𝑖𝑖∗ 𝐼𝐼𝑖𝑖
2�𝑅𝑅𝑅𝑅(𝑍𝑍𝑖𝑖)

 (2.2) 

Where i is the port index. 

The variable 𝑍𝑍𝑖𝑖 is an arbitrary reference impedance and it has the value of 50 Ohms per 
default but it can vary depending on the DUT. For example, if the DUT is a transistor, 𝑍𝑍𝑖𝑖 can be 
as low as a few ohms to be close to its output impedance. 
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Figure 2.13  - Description Functions Representation [13] 

In describing functions framework, the behaviour of DUT is modeled through harmonically 
related discrete multitone. It means that the spectral components of the input/output power waves 
are composed of the fundamental (𝑓𝑓0) and its harmonics (2𝑓𝑓0, 3𝑓𝑓0 …). An immediate benefit of 
this formulation is its compatibility with modern commercial CAD where the signal at the ports of 
a nonlinear device is treated as a narrowband modulation around the carrier and its harmonics. 
The goal when using the describing functions framework is to find the frequency domain, 
nonlinear, multivariate, complex functions that map the output B-waves, at each harmonic and 
each port to the input waves A-waves fundamental and harmonics. Equation (2.3) describes this 
frequency domain mapping:  

 𝐵𝐵𝑝𝑝𝑝𝑝  =  𝐹𝐹𝑝𝑝𝑝𝑝�𝐴𝐴11,𝐴𝐴12 . . . ,𝐴𝐴21,𝐴𝐴22, … ,𝐴𝐴𝑞𝑞𝑞𝑞, . . . � (2.3) 

𝐵𝐵𝑝𝑝𝑝𝑝 : Output power-wave at port p and harmonic m. 

𝐹𝐹𝑝𝑝𝑝𝑝 ∶ Describing functions for 𝐵𝐵𝑝𝑝𝑝𝑝. 

𝐴𝐴𝑞𝑞𝑞𝑞 ∶ Input power-wave at port q and harmonic n. 

Recently, two models have been proposed and showed interesting results using the 
describing functions formalisms: X-parameters and Cardiff model. They both involved a number 
of approximations and simplifications to the general equation (2.3) to measurement extraction 
procedure to build a complete model that could be incorporated in CAD environment. The details 
and limitations of each model are presented in the next two sub-sections. 

2.3.1 X-parameters  
X-parameters model is a particular case of equation (2.3). It is developed to be an extension of S-
parameters to handle nonlinear systems. Indeed, X-parameters reduces to S-parameters when the 
DUT is operated in the small-signal regime. First, the formulation of X-parameters will be 
explained then the extraction procedure is described. 

2.3.1.1 X-parameters Formulation 

The full derivation of X-parameters is detailed in [13]. It is based on three assumptions:  

The first assumption claims that the DUT is a time-invariant device which means that a 
delayed signal applied at the input of the DUT results on a delayed output. In the frequency 
domain, this propriety translates into a phase shift of the output proportional to the frequency. The 
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time-invariance propriety is used to assign a phase of zero to the fundamental tone A11 and 
normalize all the other frequencies to it in order to simplify the formulation. As illustrated in 
equation 2.4, the B-waves now only depend on the magnitude of A11: 

 𝐵𝐵𝑝𝑝𝑝𝑝  =  𝐹𝐹𝑝𝑝𝑝𝑝�|𝐴𝐴11|,𝐴𝐴12𝑃𝑃2  … ,𝐴𝐴21𝑃𝑃2,𝐴𝐴22𝑃𝑃2, … ,𝐴𝐴𝑞𝑞𝑞𝑞𝑃𝑃𝑛𝑛, … �𝑃𝑃𝑚𝑚       (2.4) 

𝑊𝑊ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑃𝑃 = 𝑒𝑒−𝑗𝑗 ∠A11 

The second assumption consists in the non-analytical nature of the nonlinear functions 𝐹𝐹𝑝𝑝𝑝𝑝. 
This assumption results in introducing conjugate terms to the equation (2.3). These terms are not 
present in the case of S-parameters because linear functions are analytic. The results of 
introducing conjugate terms is shown in equation (2.5): 

 𝐵𝐵𝑝𝑝𝑝𝑝  =  𝐹𝐹𝑝𝑝𝑝𝑝�𝐴𝐴11,𝐴𝐴12 ,𝐴𝐴∗12. . . ,𝐴𝐴21,𝐴𝐴∗21,𝐴𝐴22,𝐴𝐴∗22, … ,𝐴𝐴𝑞𝑞𝑞𝑞,𝐴𝐴∗𝑞𝑞𝑞𝑞. . . � (2.5) 

Finally, the X-parameters are based on the Harmonic Superposition Principle (HSP). The 
HSP sets the tones with the dominant power to define the Large Signal Operating Point (LSOP). 
In the case of a transistor or a power amplifier, The LSOP is generally defined by the magnitude 
of A11 which happens to be the main excitation. A21 is usually added to the LSOP when the output 
port of the DUT is unmatched resulting in a high reflection coefficient. The DUT behavior is 
linearized around each LOSP which means that the contribution of the other spectral components 
that do not belong to the LSOP (harmonics like A12 and A23) are considered to be linear. For each 
LSOP variable, a different set of parameters is extracted. If it happens that the power of one of the 
harmonics is too high to be accounted for as a linear contributor, it is just added to the LSOP. The 
final formulation of the x-parameters is as follow:  

 

𝐵𝐵𝑝𝑝𝑝𝑝  =  𝑋𝑋𝐹𝐹𝑝𝑝𝑝𝑝 (𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿) 𝑃𝑃𝑚𝑚  +  �𝑋𝑋𝑆𝑆
𝑞𝑞𝑞𝑞,𝑝𝑝𝑝𝑝 (𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿)

𝑞𝑞𝑞𝑞

𝐴𝐴𝑞𝑞𝑞𝑞 𝑃𝑃𝑚𝑚−𝑛𝑛

+ �𝑋𝑋𝑇𝑇𝑞𝑞𝑞𝑞,𝑝𝑝𝑝𝑝 (𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿)
𝑞𝑞𝑞𝑞

𝐴𝐴𝑞𝑞𝑞𝑞∗ 𝑃𝑃𝑚𝑚+𝑛𝑛 (2.6) 

2.3.1.2 X-parameters Extraction 

The extraction procedure of the X-parameters exploits the harmonic superposition principle which 
does not impose that the excitation signal has to be applied at the same time at all harmonics. 
Assume that the model to be extracted has an LSOP that just depend on |A11| and that only the 
harmonics A12 and A21 are considered. (see equation 2.7). 

 

𝐵𝐵𝑝𝑝𝑝𝑝  =  𝑋𝑋𝐹𝐹𝑝𝑝𝑝𝑝 (|𝐴𝐴11|) 𝑃𝑃𝑚𝑚  +  𝑋𝑋𝑆𝑆
12,𝑝𝑝𝑝𝑝 (|𝐴𝐴11|) 𝐴𝐴12 𝑃𝑃𝑚𝑚−2

+ 𝑋𝑋𝑆𝑆
21,𝑝𝑝𝑝𝑝 (|𝐴𝐴11|) 𝐴𝐴21 𝑃𝑃𝑚𝑚−2 +  𝑋𝑋𝑇𝑇12,𝑝𝑝𝑝𝑝 (|𝐴𝐴11|) 𝐴𝐴12

∗ 𝑃𝑃𝑚𝑚+2

+ 𝑋𝑋𝑇𝑇21,𝑝𝑝𝑝𝑝 (|𝐴𝐴11|) 𝐴𝐴21
∗ 𝑃𝑃𝑚𝑚+2 (2.7) 

The first step of the extraction is to fix the LSOP. In the case of the model in (2.7), |A11| is 
held at constant power while extracting the other parameters: To extract the  𝑋𝑋𝐹𝐹 term, only |A11| is 
applied and the harmonics are kept at zero. However, to extract the 𝑋𝑋𝑆𝑆 and 𝑋𝑋𝑇𝑇 terms, A21 is kept at 
zero and a perturbation, called tickler tone, is applied at A12 with different phase each time in 
order to yield enough equations to solve for the 𝑋𝑋𝑆𝑆 and 𝑋𝑋𝑇𝑇 terms related to A12 using equation 
(2.7). The same procedure is repeated where each time a tickler tone is applied at one harmonic 
and the remaining harmonics are set to zero (see Figure 2.13).  When all the terms are extracted, 
the LSOP is changed to the next point in the sweep until the desired range is covered.  Special 
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care has to be accorded to the power of the tickler tone because too low power may go below the 
noise floor and too high power may invalidate the harmonic superposition principle assumption 
since the harmonics then could exhibit nonlinear effect. (see  Figure 2.14) 

 
Figure 2.14 - Harmonic Superposition Principle [13] 

The experimental setup to perform X-parameters extraction is based on the Agilent PNA-X 
[14]. The PNA-X measures incident and reflected waves in fundamental and harmonics 
frequencies both amplitude and phase. It is used in a combination with comb generator that 
present a phase reference at each frequency and ensure the phase coherency of the signal 
spectrum. Further details about the PNA-X based setup are available in chapter 4. 

2.3.1.3 Generalization of X-parameters to Unmatched Devices  

The X-parameters model under one tone stimulus as explained above is extracted for a limited 
impedance range typically around 50 Ohm. That means that once the load impedance is changed 
to a different value in the Smith Chart, it invalidates the X-parameters model if the behavior of the 
DUT changes nonlinearity with the load impedance. Hence, in [15], the X-parameters model has 
been augmented to account for variation of the load impedance. The new load-dependent X-
parameters is able to present a model suitable for high mismatched environment such high-power 
and multi-stage power amplifiers and transistors that have their load impedance faraway for 50 
Ohm. 

Load-dependent X-parameters model is measured over a sweep of load impedance that can 
cover all of the Smith Chart or can be limited to a specific range that the user specifies. The load 
impedance is added as another parameter to the LSOP in addition to the DC bias and input drive 
power. For each load impedance, an X-parameters model is extracted and the results are 
combined into a single file and imported to a nonlinear simulator (Agilent ADS). In order to be 
able to vary the load impedance and extract x-parameters model, the initial extraction setup based 
on the Agilent PNA-X (with the NVNA software option) is augmented with a passive tuners that 
will allow to set the fundamental frequency at the desired reflection coefficient. (see Figure 2.15). 
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Figure 2.15 - Measurement Setup for Load-dependent X-parameters [15] 

In [16], authors have performed further validation of the load-dependent x-parameters by 
comparing the results of the x-parameters model extracted with a load pull system to a 
commercially available model of the transistor from the manufacturer and they underlined the 
challenges associated with the extraction.   

Over the last decade, X-parameters have known multiple enhancements that are not 
restricted to including the effect of load impedance. The major improvement is the attempt to 
include long-memory effects [17] since the initial formulation of X-parameters is inherently 
pseudo-static and can’t model properly the dynamics of the DUT.  The new formulation of the 
dynamic X-parameters introduces further complications to the model formulation and extraction 
procedure. 

2.3.2 Cardiff Model 
Using the describing functions framework, the Cardiff model is another attempt to formulate a 
practical and precise approximation function that can predict the output signal of DUT as a 
function of the input stimulus [18]. The signal considered are still the power waves in frequency 
domain. Restricting the input stimulus to fundamental frequency at port 1 (𝐴𝐴1,1) and the 
fundamental frequency at port 2 (𝑎𝑎2,1), the general equation (2.3) simplifies to the following: 

 𝐵𝐵𝑝𝑝𝑝𝑝 = 𝑓𝑓𝑝𝑝𝑝𝑝 �𝐴𝐴1,1,𝐴𝐴2,1� (2.8) 

𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑝𝑝 = 𝑝𝑝𝑜𝑜𝑜𝑜𝑜𝑜 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑎𝑎𝑎𝑎𝑎𝑎 𝑚𝑚 = ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖.   

2.3.2.1 Cardiff Model Formulation 

While X-parameters model uses the cartesian representation of the input signals which treats the 
stimulus at the input ports of the DUT ( 𝑎𝑎1,1  and  𝑎𝑎2,1 ) as complex number and their conjugates, 
the Cardiff model uses the polar representation where the stimulus are represented in terms of 
their magnitude and phase.  Moreover, the absolute phase of the stimulus at the fundamental 
frequency at port 1 (phase of 𝑎𝑎1,1) is used as reference and only the relative phase is considered. 
The resulting equation is showed below: 

 𝐵𝐵𝑝𝑝𝑝𝑝 = 𝑃𝑃1𝑚𝑚  �|𝐴𝐴1,1�, |𝐴𝐴2,1�,
𝑄𝑄1
𝑃𝑃1
� (2.9) 
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where 𝑃𝑃1 = 𝑒𝑒−∠𝐴𝐴1,1   and 𝑄𝑄1 = 𝑒𝑒−∠𝐴𝐴2,1  . 

Equation (2.9) demonstrates the independence between the phase and the magnitude of the 
input stimulus. Hence, the effect of each parameter can be modeled and extracted separately from 
the other. This independence is the central aspect that the Cardiff model is based on. In fact, the 
output signals are expected to be subject to periodic changes with respect to the phase if the 
magnitude of the input signals is to be kept constant. Consequently, the authors in [19] used the 
Fourier series to model the dependency on phase resulting in equation (2.10). 

 𝐵𝐵𝑝𝑝𝑝𝑝 = 𝑃𝑃1𝑚𝑚  � �𝑅𝑅𝑝𝑝,𝑚𝑚,𝑛𝑛� |𝐴𝐴1,1|, |𝐴𝐴2,1|� �
𝑄𝑄1
𝑃𝑃1
�
𝑛𝑛

�
(𝑁𝑁+1)/2

𝑛𝑛=−(𝑁𝑁−1)/2

 (2.10) 

where N = order of the model. 

The separation of phase and magnitude simplifies the measurement process to extract the 
model coefficients. 𝑅𝑅𝑝𝑝,𝑚𝑚,𝑛𝑛 coefficients are functions of the magnitude of the input and output 
stimulus in both ports and can be represented by polynomials with an order no larger than the 
order identified. To capture the complete phase response at a given power level, the power level 
of injected tones at the fundamental at both ports are kept at constant magnitude while their 
relative phase is swept through 360 degrees.  

The model presented in (2.9) accounts only for the excitation at the fundamental frequency 
at both port. To be able to model properly a DUT like a power amplifier or a transistor, the 
harmonics have to be accounted for correctly in order to choose the right terminations during the 
design process. Harmonics terminations of power amplifier significantly affect its performances. 
Moreover, the harmonic terminations of certain class of operation like E, J, J-1 ... is well-defined. 
Unlike X-parameters, Cardiff model does not assume that the contribution of the harmonic is 
linear around the LSOP. Instead, the same approach for the fundamental frequency is expanding 
to harmonics by including the power and relative phase of the harmonics into the model. A model 
that include the effect of 𝑎𝑎2,2 is presented in equation (2.11). 

 

𝐵𝐵𝑝𝑝𝑝𝑝

= 𝑃𝑃1𝑚𝑚  ���𝐺𝐺𝑝𝑝,𝑚𝑚,𝑛𝑛,𝑟𝑟� |𝐴𝐴1,1�, |𝐴𝐴2,1�,  |𝐴𝐴2,2|� �
𝑄𝑄1
𝑃𝑃1
�
𝑛𝑛

 �
𝑄𝑄2
𝑃𝑃12

�
𝑟𝑟

�
𝑟𝑟𝑛𝑛

 (2.11) 

If other harmonics are to be added to the model, the same approach is used again. The 
drawback of this approach is that the number of coefficients and measurements will increase 
exponentially each time a new harmonic is added to the formulation. It is to be noticed that the 
fact the 𝑎𝑎2,1 as well as 𝑎𝑎2,2 effect is modeled in terms of magnitude and phase, the Cardiff model 
is inherently able to capture the behaviour of devices in an unmatched environment. 

2.3.2.2 Cardiff Model Extraction 

 The measurement procedure for extracting the model in equation (2.10) involves a set of nested 
sweeps of magnitude and phase. First, a sweep of magnitudes of the fundamental at both port 1 
and 2 as well as the second harmonic stimuli at port 2 are performed. For each point of this 
sweep, i.e. the triplet ( |𝑎𝑎1,1�, |𝑎𝑎2,1�,  |𝑎𝑎2,2|), the phase of fundamental input stimuli at port 2 
(phase of 𝑎𝑎2,1) is swept around 360 degrees, with discrete steps. Finally, for each phase of 𝑎𝑎2,1, 
the phase of the second harmonic at port 2 (phase of 𝑎𝑎2,2) is stepped around the 360 degrees. The 
waveform measurement setup used to extract the Cardiff Model was developed at Cardiff 
University [20]. 
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Figure 2.16 - Two-port Time Domain Measurement System [21] 

The measurement data is renormalized to the measured system impedances and the 
fundamental phase at port 1 is removed since all phase are referenced to the phase to the 
fundamental frequency at port 1. The measurement system to extract the model is achieved 
through combining phase coherent signal generators (ESG). Each signal generator produces a CW 
with the desired phase and magnitude at the fundamental or harmonics. For each additional 
harmonic to the setup, another ESG is needed. The receivers consists of Microwave Transistor 
Analyser (HP-MTA). However, the setup for extracting Cardiff model has been upgraded over the 
years to include the Tektronix AWG instead of the combined ESGs and the Tektronix 
oscilloscopes as receiver to reach higher frequency and offers more flexibility. 

Once the data is collected, the identification of the coefficients could be performed through 
two possible approaches. The first approach consists in treating equation (2.11) as a Two-
Dimensional Fourier transform. Using Fourier transform allows all the coefficients to be extracted 
at once without the risk of over-fitting the data, but suffers from errors when the sample data are 
noisy. In the other hand, an iterative algorithm could be used like the least mean squares (LMS) 
method. LMS could result in over-fitting but does not suffer from leakage problems. 

2.4 Volterra Series Framework for Nonlinear Matched Devices 
2.4.1 Volterra Series Formulation 
Linear devices can be completely characterized by their impulse response. In the case of nonlinear 
devices, memoryless polynomials were used as well as look-up tables to capture the nonlinearity 
of matched devices. However, the increase in the bandwidth of the modern modulated signals (> 
100 MHz) has accentuated the contribution of the memory effects in the signal distortions where 
the dynamics behavior of the device have to be considered in addition to its pseudo-static 
behavior.   

Different modeling frameworks have been subject to intensive research mainly involving 
Volterra Series and ANN due to their abilities to model nonlinearities with fading memory effect. 
Volterra Series offer a systematic representation of time-invariant systems and give relatively 
more insight on the nonlinear characteristics compared to ANN which is inherently a blind 
process [22]. The Volterra series can be considered as Taylor series expansion that account for 
fading memory effect. Equation (2.12) shows Volterra Series written in Time domain:   
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 𝑦𝑦(𝑡𝑡) = ��ℎ𝑛𝑛(𝜏𝜏1, … , 𝜏𝜏𝑛𝑛)�𝑥𝑥�𝑡𝑡 − 𝜏𝜏𝑝𝑝�𝑑𝑑𝜏𝜏𝑝𝑝 

𝑛𝑛

𝑝𝑝=1

∞

𝑛𝑛=1

 (2.12) 

Where:  𝑦𝑦(𝑡𝑡) is the output signal and 𝑥𝑥(𝑡𝑡) is the input signal.  

In addition to the system’s impulse response, the Volterra series includes a multidimensional 
convolution integrals with increasing order. The terms ℎ𝑛𝑛(𝜏𝜏1, … , 𝜏𝜏𝑛𝑛) are called the n-th order 
Volterra kernels. The series convergence may require a very large number of kernels to be 
included. The frequency domain Volterra series is illustrated in equations (2.13) and (2.14). The 
spectrum of the output is the combined mixed-products of the input spectral components resulting 
in new frequencies. The coefficients 𝐻𝐻𝑛𝑛(𝑓𝑓1, … ,𝑓𝑓𝑛𝑛) are the multi-dimensional Fourier transform of 
the time domain Volterra kernels and are called the n-th order transfer functions. 

 𝑦𝑦 (𝑓𝑓) = �𝑦𝑦𝑛𝑛(𝑓𝑓)
∞

𝑛𝑛=1

 (2.13) 

𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 

 𝑦𝑦 (𝑓𝑓) = �𝐻𝐻𝑛𝑛(𝑓𝑓1, … ,𝑓𝑓𝑛𝑛)  𝛿𝛿(𝑓𝑓 − 𝑓𝑓1 −⋯𝑓𝑓𝑛𝑛)�𝑋𝑋(𝑓𝑓𝑖𝑖)
𝑛𝑛

𝑖𝑖=1

𝑑𝑑𝑓𝑓𝑖𝑖 (2.14) 

When applied in the context of system level simulations and modeling of the front-end 
transceivers components, often the truncated version of Volterra series is used in the envelope 
domain. (See equations 2.15 and 2.16). 

 𝑦𝑦� (𝑘𝑘) = �𝑦𝑦𝑛𝑛(𝑘𝑘)
𝑁𝑁

𝑛𝑛=1

 (2.15) 

𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 

 𝑦𝑦𝑛𝑛(𝑘𝑘) = � … � ℎ𝑛𝑛(𝑖𝑖1, … , 𝑖𝑖𝑛𝑛)�𝑥𝑥��𝑘𝑘 − 𝑖𝑖𝑝𝑝� 
𝑛𝑛

𝑝𝑝=1

𝑀𝑀−1

𝑖𝑖𝑛𝑛=1

𝑀𝑀−1

𝑖𝑖1=1

 (2.16) 

In equations 2.14 and 2.15, 𝑦𝑦� (𝑘𝑘) and 𝑥𝑥� (𝑘𝑘) are the baseband signal (I/Q signal) that contains 
the information that is transmitted. The modulated signal transmitted is the up-converted version 
of the baseband signal around the carrier frequency. (See equation 2.17) 

 𝑥𝑥(𝑡𝑡) = 𝑥𝑥� (𝑡𝑡) cos(2 𝜋𝜋 𝑓𝑓𝑐𝑐 𝑡𝑡) (2.17) 

Since RF power amplifiers are the major component that dictates the linearity and efficiency 
of transceivers, Volterra series has been used extensively to model the RF power amplifiers 
behavior as well as finding a predistorion algorithm to compensate for its inherent nonlinearity. 

2.4.2 Popular Volterra Series Derivations 
The complexity of the Volterra series increases dramatically especially when modeling hard 
nonlinearity. For this reason, the use of Volterra series has long been restricted to weak 
nonlinearity where the order of linearity does not exceed 3rd or 5th order. To overcome the 
problem of complexity, a lot of work has been done to derive less complex model from the 
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original Volterra series with acceptable accuracy. The general idea is to reduce the number of 
cross-terms in intelligent and systematic way where cross-terms are the terms that involves 
multiple instances of the input with different delays.  

2.4.2.1 Memory Polynomial 

One of the most successful derivations of Volterra series is the Memory Polynomial first 
introduced in [23]. The Memory Polynomial does not include the cross terms from the Volterra 
series formulation and keeps only the power of the input samples. Equation (2.13) simplifies to 
the following: 

 𝑦𝑦�𝑀𝑀𝑀𝑀(𝑘𝑘) = �… � ℎ𝑚𝑚,𝑛𝑛  𝑥𝑥�(𝑘𝑘 −𝑚𝑚)|𝑥𝑥�(𝑘𝑘 −𝑚𝑚)|𝑚𝑚−1
𝑀𝑀

𝑚𝑚=1

𝑁𝑁

𝑛𝑛=0

 (2.18) 

Where 𝑦𝑦�𝑀𝑀𝑀𝑀(𝑘𝑘) is the envelope of the output signal and  𝑥𝑥�(𝑘𝑘) is the envelope of the output signal, 
while N is the order of nonlinearity and M is the memory length.  

The formulation of the Memory polynomial is linear with respect to its kernels. Thus, the 
kernels can be extracted using the least square estimator (LSE) algorithm. Because of its reduced 
complexity as well as the modeling capability, the Memory polynomial is considered as a golden 
reference when comparing models based on Volterra Series. 

2.4.2.2 Dynamic Deviation Reduction-Based Volterra series  

Dynamic deviation reduction-based Volterra series (DDR Volterra series) is another derivation of 
Volterra Series. It is a trade-off between the original Volterra series and the Memory Polynomial 
in terms of accuracy and complexity. DDR Volterra does not eliminate all the cross terms as the 
Memory polynomial does, but it keeps a limited number of cross terms achieving more accuracy 
while still being less complex than the Volterra series.  

The formulation is derived in [24] and the new model formulation is expressed below: 

 

𝑦𝑦(𝑛𝑛)

= �ℎ𝑝𝑝,0(0, … ,0)𝑥𝑥𝑝𝑝(𝑛𝑛)
𝑃𝑃

𝑝𝑝=1

+ ����𝑥𝑥𝑝𝑝−𝑟𝑟 � … � ℎ𝑝𝑝,𝑟𝑟(0, … ,0, 𝑖𝑖1, … , 𝑖𝑖𝑟𝑟)�𝑥𝑥�𝑛𝑛 − 𝑖𝑖𝑗𝑗�
𝑟𝑟

𝑗𝑗=1

𝑀𝑀

𝑖𝑖𝑟𝑟=𝑖𝑖𝑟𝑟−1

𝑀𝑀

𝑖𝑖1=1

�
𝑝𝑝

𝑟𝑟=1

�
𝑃𝑃

𝑝𝑝=1

 

(2.19) 

The DDR Volterra separates the static response from the dynamic response in the model 
formulation. Moreover, the advantage of the DDR Volterra model over other model-pruning 
techniques is the fact that the coefficient reduction keeps the linearity with respect to the model 
coefficients allowing for LSE algorithm or any other well-established linear estimation algorithm 
to still be used.  The number of coefficients in the DDR Volterra increases almost linearly with 
respect to nonlinearity order and memory depth, while this increase used to be exponential in the 
traditional Volterra series.  
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2.4.3 Nonlinear Device Behavioral Models Comparison  
A full comparison is detailed between the X-parameters model and the Cardiff model in terms of 
performances and extraction procedures in [25]. Thus, this section presents a comparison between 
the models developed using the describing functions framework and Volterra Series derived 
models. 
 

The major differences observed between these two types of models are summarized below: 

• Matching Considerations: SISO Volterra Series presented above are applied for matched 
conditions. They cannot be applied for unmatched conditions unlike X-parameters and the 
Cardiff model do. 

• Nature of the stimulus: In the Volterra Series framework, the used signals are modulated 
signals  as they model system level components in real application while the models using 
the describing functions framework use CW signals for extraction. Thus, the models 
extracted under CW could not accurately capture the behavior of the device under 
modulated signals. 

• Signal Representation Domain: Most of the work involving Volterra Series model the 
devices in the envelope domain or Time Domain. However, the describing functions 
framework represent the models in the Frequency domain. One advantage of the 
frequency domain representation is that it is easier to implement in commercial simulator 
like Harmonic Balance. 

• Memory Effects: Volterra Series inherently account for memory effects. However, 
accounting for the memory effect in the Cardiff model and X-parameters is not 
straightforward and complicates significantly the formulation [15]. 

• Number of Measurements: Since its extraction is based on modulated signals, extracting 
Volterra series models involves considerably less measurements. In the case of X-
parameters and the Cardiff model, when the number of variables defining the 
measurements conditions increases, the number of measurements could become 
impractical. 

• Complexity: The main drawback of Volterra series is its complexity which is the origin of 
many model-pruning attempts. X-parameters and Cardiff models are less complex. X-
parameters could be even thought to be a first order approximation of Volterra series. 
However, this simplification reduces the generality of the describing functions models 
making them local measurement-based models.  
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Chapter 3 

3. DIDO Volterra Model Formulation and Simulation 
 

Based on the previous comparison and discussions presented in chapter 2, adopting Volterra 
Series to unmatched environment to model two-port network under modulated signals will enable 
predicting the quasi-memoryless as well as the memory effects exhibited by the DUT. However, 
the model should have manageable complexity for practical implementation in CAD 
environments.  This chapter discusses the Volterra model derivation and simulation, while chapter 
4 is dedicated to the characterization system needed to extract the model. First, the steps followed 
to derive DIDO Volterra are detailed in section 3.1. Then, the simulation based validation and the 
corresponding results are presented in section 3.2. 

3.1 DIDO Volterra Series Formulation 

3.1.1 Initial DIDO Volterra Formulation 
The SISO Volterra formulation in continuous time is recalled in equation 3.1.  

 𝑦𝑦(𝑡𝑡) = ��ℎ𝑛𝑛(𝜏𝜏1, … , 𝜏𝜏𝑛𝑛)�𝑥𝑥�𝑡𝑡 − 𝜏𝜏𝑝𝑝�𝑑𝑑𝜏𝜏𝑝𝑝

𝑛𝑛

𝑝𝑝=1

∞

𝑛𝑛=1

 (3.1) 

 

In the case of matched nonlinear device, 𝑦𝑦(𝑡𝑡) represents the output signal and 
𝑥𝑥(𝑡𝑡) represents the input signal. Hence, to generalize this formulation to the case of two-port 
unmatched network, the outputs and the inputs are composed of a vector of two signals (see 
equation 3.2). 

 
𝑌𝑌 = 𝑓𝑓𝑓𝑓𝑓𝑓(𝑋𝑋) 

𝑌𝑌 = [𝑦𝑦1,𝑦𝑦2] ;  𝑋𝑋 = [𝑥𝑥1,𝑥𝑥2]    
(3.2) 

The two outputs, 𝑦𝑦1 and 𝑦𝑦2, are independent from each other but each output is the result of 
nonlinear combination and interaction of the two inputs, 𝑥𝑥1 and 𝑥𝑥2. For a two-port network, the 
input and output signals can be voltages and currents at the ports of the device. As transistors are 
voltage-controlled current-source devices, the currents should be modeled as a function of the 
voltage for seamless integration in CAD tools. However, the input and output signals can also 
refer to the power waves where the B-waves represent the output 𝑌𝑌 and the A-waves represent the 
input 𝑋𝑋. Since the characterization system measures the power waves instead of currents and 
voltages, the power waves representation was preferred in this work. Note that both 
representations are equivalent as a linear relation exists between them given the characterization 
impedance of the system (see equation 2.1 and 2.2). The generalization of the continuous-time 
SISO Volterra model to DIDO Volterra model is illustrated in equation 3.3. 

 𝑌𝑌𝑖𝑖(𝑡𝑡) = � �𝑦𝑦𝑖𝑖,𝑚𝑚𝑚𝑚(𝑡𝑡)
∞

𝑛𝑛=0

∞

𝑚𝑚=0

 (3.3) 
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where 

𝑦𝑦𝑖𝑖 ,𝑚𝑚𝑚𝑚(𝑡𝑡) = � …� ℎ𝑖𝑖,𝑚𝑚𝑚𝑚(𝜏𝜏11, … , 𝜏𝜏1𝑚𝑚; 𝜏𝜏21, … , 𝜏𝜏2𝑛𝑛)�𝑥𝑥1(𝑡𝑡 − 𝜏𝜏1𝑟𝑟)𝑑𝑑𝜏𝜏1𝑟𝑟  �𝑥𝑥2(𝑡𝑡 − 𝜏𝜏2𝑠𝑠)𝑑𝑑𝜏𝜏2𝑠𝑠 
𝑛𝑛

𝑠𝑠=1

𝑚𝑚

𝑟𝑟=1

  
+∞

−∞

+∞

−∞
 

𝑌𝑌𝑖𝑖(𝑡𝑡) represents the output of the 𝑖𝑖𝑡𝑡ℎ port of the network. Similarly, a multiple-input 
multiple-output (MIMO) Volterra model can be derived for N port systems at the cost of higher 
complexity and more difficult extraction procedure. 

Handling the instantaneous waveforms as shown in equation 3.3 would require an 
impractical sampling rate. Common CAD simulator supporting modulated signals handle instead 
the envelope domain representation of the signal as the information transmitted through the 
telecommunication path resides in the baseband signal and is independent of the carrier 
frequency. The DIDO Volterra model of equation 3.3 is transformed to the envelope domain as 
per equation 3.4 

 

𝑌𝑌𝑖𝑖(𝑘𝑘) = � … � 𝑦𝑦𝑖𝑖,𝑛𝑛1𝑛𝑛2 (𝑘𝑘)
𝑁𝑁2

𝑛𝑛2=1

𝑁𝑁1

𝑛𝑛1=1

 

𝑦𝑦𝑖𝑖,𝑛𝑛1𝑛𝑛2 (𝑘𝑘)

= � … �    � … � ℎ𝑖𝑖,𝑛𝑛1𝑛𝑛2(𝑖𝑖1, … , 𝑖𝑖𝑛𝑛1; 𝑗𝑗1, … , 𝑗𝑗𝑛𝑛2) � 𝑥𝑥1(𝑘𝑘
𝑀𝑀1−1

𝑝𝑝=0

𝑀𝑀2−1

𝑗𝑗𝑛𝑛2=0

𝑀𝑀2−1

𝑗𝑗1=0

𝑀𝑀1−1

𝑖𝑖𝑛𝑛1=0

𝑀𝑀1−1

𝑖𝑖1=0

− 𝑖𝑖𝑝𝑝) � 𝑥𝑥2(𝑘𝑘 − 𝑗𝑗𝑠𝑠)
𝑀𝑀2−1

𝑠𝑠=0

 

(3.4) 

where 𝑁𝑁1 and 𝑁𝑁2 represent the two nonlinearity order  and 𝑀𝑀1 and 𝑀𝑀2 represent the two 
memory depths  associated with each input. Unfortunately, no systematic method exists for setting 
the nonlinearity order and memory depth of the model and it depends mainly on the device under 
test. For example, if a transistor with low reflection coefficient at the load is modeled, the model 
parameters of the input at port 1 of the device are expected to be larger than their counterparts of 
the waveform reflected at port 2. Note also that each output port may involve very different 
linearity order and memory depth from the two inputs.  

Unlike the case of the SISO Volterra series formulation where all the kernels satisfy the propriety 
of symmetry, the symmetry of the DIDO Volterra kernels is port-dependent. The kernels 
symmetry means that all the kernels that only differ by a permutation of their arguments are equal 
and can be effectively represented by just one kernel representing the average of all other possible 
permutations. Consider the example of the SISO Volterra model where, for a given indexes 𝑖𝑖1, 𝑖𝑖2 
and 𝑖𝑖3, the kernels ℎ3(𝑖𝑖1, 𝑖𝑖2, 𝑖𝑖3), ℎ3(𝑖𝑖2, 𝑖𝑖1, 𝑖𝑖3), ℎ3(𝑖𝑖1, 𝑖𝑖3, 𝑖𝑖2) and ℎ3(𝑖𝑖3, 𝑖𝑖1, 𝑖𝑖2) are equal and can be 
represented by one unique kernel. For the DIDO Volterra case, ℎ𝑖𝑖,22(𝑖𝑖1, 𝑖𝑖2; 𝑗𝑗1, 𝑗𝑗2) and 
ℎ𝑖𝑖,22(𝑖𝑖2, 𝑖𝑖1; 𝑗𝑗1, 𝑗𝑗2) are equivalent (since arguments related to the same port are exchanged), 
meanwhile, ℎ𝑖𝑖,22(𝑖𝑖1, 𝑖𝑖2; 𝑗𝑗1, 𝑗𝑗2) and ℎ𝑖𝑖,22(𝑗𝑗1, 𝑖𝑖2; 𝑖𝑖1, 𝑗𝑗2) are not. As symmetry across port cannot be 
guaranteed for DIDO models, the complexity burden of the resulting model is more pronounced.  

Despite the significant increase of the number of kernels with the new formulation, the proposed 
model maintains the linear property of the Volterra series with respect to kernels. This enables 
using the linear and optimal LSE. 

3.1.2 DIDO Volterra Complexity Reduction  
The complexity of Volterra models is measured using the number of kernels used in the 
formulation. Thus, if the nonlinear device exhibits strong nonlinearity or/and significant memory 
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effects, the number of kernels needed to ensure the convergence of the series will be unpractical. 
As a result, the use of Volterra series in SISO scenarios was restricted to mild nonlinearity and an 
extensive research on pruning Volterra Series was published aiming at reducing its complexity at 
the cost of its accuracy. DIDO Volterra has first to solve the complexity issue hindering the 
development of Volterra formulation for DIDO systems with acceptable performance. In the 
following, the increase of complexity associated with the generalization of SISO formulation to 
DIDO formulation is presented. Later, the methodology to reduce the complexity is explained and 
an example is provided. 

Equation 3.5 presents the number of kernels for the case of SISO Volterra series for a given 
order of nonlinearity N and a memory effect M. This formula is applicable to the original Volterra 
Series without any pruning simplifications. Note that the number of kernels grows exponentially 
when the memory order or the nonlinearity order increases. 

 ��𝑛𝑛 + 𝑀𝑀− 1
𝑛𝑛 �

𝑁𝑁

𝑛𝑛=1

= �
(𝑛𝑛 + 𝑀𝑀− 1)!
𝑛𝑛! (𝑀𝑀− 1)!

𝑁𝑁

𝑛𝑛=1

 
 

(3.5) 

Equation 3.6 presents the number of kernels for the DIDO Volterra model as a function of 
the memory depth (𝑀𝑀1,𝑀𝑀2) of each input and a total nonlinearity order 𝑁𝑁. In fact, the nonlinearity 
order of each input depth (𝑁𝑁1,𝑁𝑁2) is not treated independently in this formula. Instead, the total 
nonlinearity order N is used which means that only the combinations of 𝑁𝑁1and 𝑁𝑁2 that sum to N 
are considered.  

 

� �𝑛𝑛1 + 𝑀𝑀1 − 1
𝑛𝑛1

�
𝑁𝑁

𝑛𝑛1+𝑛𝑛2=1

�𝑛𝑛2 + 𝑀𝑀2 − 1
𝑛𝑛2

�

= �
(𝑛𝑛1 + 𝑀𝑀1 − 1)!
𝑛𝑛1! (𝑀𝑀1 − 1)!

𝑁𝑁

𝑛𝑛1+𝑛𝑛2=1

  
(𝑛𝑛2 + 𝑀𝑀2 − 1)!
𝑛𝑛2! (𝑀𝑀2 − 1)!

 
           (3.6) 

To further illustrate the problem of increased complexity for DIDO Volterra model when 
compared to SISO Volterra model, Table 3.1 shows the number of kernels when the order of 
nonlinearity and the memory effect is swept from 1 to 5. In the case of DIDO Volterra model, N 
is the total nonlinearity order ( 𝑁𝑁1 + 𝑁𝑁2 = 𝑁𝑁 ) while both the memory depth of each input is 
equal to N ( 𝑀𝑀1 = 𝑀𝑀2 = 𝑀𝑀 ).  

Table 3.1 - Number of Kernels in SISO Volterra Model and DIDO Volterra Model 

 SISO DIDO 

N=1; M=3 3 6 

N=3; M=3 19 83 

N=5; M=3 55 461 

N=5; M=5 251 3002 

 

As a result, particular care has to be given to reduce the complexity of the model without 
affecting its precision. The procedure to reduce the complexity of the DIDO Volterra model is 
based on two complementary methods. First, one should limit the combinations in terms of 
nonlinearity order. Secondly, the process developed by B. Fehri and S. Boumaiza in [26] to 
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reduce the complexity of the Volterra series in order to elaborate a digital predistorter for RF 
power amplifiers linearization is adopted to the purpose of unmatched nonlinear device modeling.       

3.1.2.1 Nonlinearity Order Combinations  

The DIDO Volterra model is a dual-input dual-output scheme modeling a two-port network and it 
is defined by four parameters: the nonlinearity order of each input (𝑁𝑁1,𝑁𝑁2) and the memory depth 
of each input (𝑀𝑀1,𝑀𝑀2). (see equation 3.7) 

 [y1(t), y2(t)] = DIDO[x1(t),  x2(t); M1, N1, M2, N2] (3.7) 

In its most general form, any combination (𝑛𝑛1,𝑛𝑛2) between the nonlinearity order of the first 
input and the second input should be included. The combinations that have the nonlinearity of one 
of the inputs equals to zero, i.e. (𝑛𝑛1, 0) or (0,𝑛𝑛2), describe the impact of each input on the output 
independently from the other input; while, the remaining combinations describe the coupled 
effects and interaction of both inputs. Some combinations might have more impact in the model 
performance than other, but there is no systematic method to determine which combination to 
include and which combination to discard. This depends on the dynamics of the device under test. 
Note that the same analysis applies to the memory depth parameters (𝑀𝑀1,𝑀𝑀2). 

Due to the significant complexity of the model, accounting for all possible combinations at 
the output is not practical. Thus, limiting these combinations is important to achieve reasonable 
complexity. To our knowledge, there is no generic theoretical technique to proceed with this 
reduction and any effort in this direction is empirical and iterative based on the prior knowledge 
about the DUT and findings through experiment results. For example, if the device under test is a 
transistor or an RF power amplifier, it is expected that the nonlinearity order for the input at port 1 
is higher than the nonlinearity order for the input at port 2 as the dynamics of the device depends 
mainly on the primary excitation at port 1 and depends with lower degree on the reflected signal 
at port 2. If the reflection coefficient is low, the impact of the reflected power-wave at port 2, 
which constitutes the second input, could be thought of as a perturbation to the main excitation. 
Thus, as a guideline when instigating the model parameters  𝑁𝑁1 should be set to be lower or equal 
to 𝑁𝑁1. 

In this work, an alternative method has been used to reduce the number of combinations by 
defining a total nonlinearity order and use that parameter instead of using the individual 
nonlinearity order of each input. As introduced previously, the total nonlinearity order N is the 
sum of  𝑁𝑁1 and 𝑁𝑁2 . For example, if N is equal to 3, the only combinations of (𝑛𝑛1,𝑛𝑛2) allowed to 
be included in the model are (0, 3), (1, 2), (2, 1) and (3, 0). The harder the nonlinearity of the 
device under test is, the higher N will be. Manipulating N should be easier that manipulating two 
nonlinearity parameters especially that SISO Volterra model can be used to give an approximation 
of the total nonlinearity order N. In fact, when moving from a matched environment to an 
unmatched environment, introducing a second input should capture the effect of varying the 
matching conditions and consequently avoid that the model require very high nonlinearity to 
account for its new dynamics. The total nonlinearity order of DIDO Volterra model should be in 
the same order of the SISO Volterra model. 

3.1.2.2 Kernels Number Reduction 

In order to reduce the number of kernels in the DIDO Volterra model, the technique used in [26] 
is adopted. The main important benefit of using this method is the kernel sharing propriety where 
the model effectively combines a number of basis functions to share a unique kernel. The steps for 
applying this derivation are highlighted in Figure 3.1. 

26 
 



 
Figure 3.1 - Baseband Equivalent Modeling Approach [26] 

Starting from the continuous-time formulation of the DIDO Volterra model, the discrete-
time DIDO Volterra model, in the envelope domain, is extracted through six steps: 

1. Continuous-time real-valued Volterra series modeling:  

The first step in the derivation is to use the continuous-time DIDO Volterra formulation in 
equation (3.3) to describe the mapping between the inputs [  𝑥𝑥1(𝑡𝑡), 𝑥𝑥2(𝑡𝑡) ] and outputs 
[ 𝑦𝑦1(𝑡𝑡),𝑦𝑦2(𝑡𝑡) ] of the DUT.  The signals used in this formula are the RF signals around the carrier 
frequency and not the envelope signals. 

2. Real-valued to complex-valued envelope signal formulation:  

The input signals [  𝑥𝑥1(𝑡𝑡), 𝑥𝑥2(𝑡𝑡) ] are assumed to be single harmonic. Therefore, [  𝑥𝑥1(𝑡𝑡), 𝑥𝑥2(𝑡𝑡) ] 
are treated as band-limited modulated signals where the envelope signals that contain the 
information is up-converted to the carrier frequency, can be reformulated as in equation (3.8) and 
(3.9). 

 x1(t) = Re�x�1(t)ejwct� =
1
2

 �x�1
∗(t)e−jwct + x�1(t)ejwct� (3.8) 

 x2(t) = Re�x�2(t)ejwct� =
1
2

 �x�2
∗(t)e−jwct + x�2(t)ejwct� (3.9) 

Hence, replacing 𝑥𝑥1(𝑡𝑡) and 𝑥𝑥2(𝑡𝑡) in equation (3.3) results in an output spectrum that 
contains band-limited signal around DC, fundamental frequency and harmonics as the device 
nonlinearity creates new frequency components (see equation 3.10).  

 yi(t) = �
1
2

N

p=−N

�y�p
∗(t)e−jpwct + y�p(t)ejpwct� (3.10) 

Where 𝑦𝑦𝑖𝑖 is the output of the 𝑖𝑖𝑡𝑡ℎ port and 𝑁𝑁 represent the number of harmonics. 

Real-valued to complex-valued envelope signal 
transformation

Multi-frequency to passband only transformation

Continuous-time passband to baseband equivalent 
transformation

Baseband equivalent Volterra series discretization

Continuous-time real-valued Volterra series modeling

Continuous time passband Volterra series
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The new spectrum content is shown in Figure 3.2. As the two inputs are around the same 
carrier frequency, the output spectrum does not have spectral components outside the baseband 
and harmonic frequencies. The band-limited signal around each harmonic frequency is treated as 
an independent signal and is written as a function of the two input envelopes.  

 
Figure 3.2 - Nonlinear Device Outputs Frequency Spectrum 

3. Multi-frequency to passband only transformation: 

Out of all the spectrum components that constitute the output signals, only the terms that describe 
the envelope of the output around the fundamental frequency are selected. It comes down to just 
considering the terms where p=1 in equation (3.10) which results in the simplified equation 
(3.11). 

 𝑦𝑦𝑖𝑖,𝑝𝑝𝑝𝑝(𝑡𝑡) =
1
2 �
𝑦𝑦�1

∗(𝑡𝑡)𝑒𝑒−𝑗𝑗𝑤𝑤𝑐𝑐𝑡𝑡 + 𝑦𝑦�1(𝑡𝑡)𝑒𝑒𝑗𝑗𝑤𝑤𝑐𝑐𝑡𝑡� (3.11) 

4. Continuous-time passband Volterra series:  

Considering only the output response around the fundamental frequency, the DIDO model is 
rewritten in equation (3.12) as the simulation of nonlinear order response. Note that only the odd 
nonlinearity order are included since the even nonlinearity order does not generate new 
frequencies around the fundamental frequency. 

 y�1(t)ejwct = ��y1,2k+1(t)� = �� y1,2k+1(t)
∞

k=0

�
∞

k=0

ejwct (3.12) 

For illustration purpose, the 3rd order nonlinearity is shown in equation (3.13)  
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𝑦𝑦1,3(𝑡𝑡) = �ℎ3,0(𝜏𝜏1, 𝜏𝜏2, 𝜏𝜏3)
+∞

−∞

 𝐵𝐵𝐵𝐵3,0(𝑥𝑥1(𝑡𝑡),𝑥𝑥2(𝑡𝑡), 𝜏𝜏1, 𝜏𝜏2, 𝜏𝜏3)𝑑𝑑𝜏𝜏1𝑑𝑑𝜏𝜏2𝑑𝑑𝜏𝜏3

+ �ℎ0,3(𝜏𝜏1, 𝜏𝜏2, 𝜏𝜏3)
+∞

−∞

 𝐵𝐵𝐵𝐵0,3(𝑥𝑥1,𝑥𝑥2, 𝜏𝜏1, 𝜏𝜏2, 𝜏𝜏3)𝑑𝑑𝜏𝜏1𝑑𝑑𝜏𝜏2𝑑𝑑𝜏𝜏3

+ �ℎ1,2(𝜏𝜏1; 𝜏𝜏2, 𝜏𝜏3)
+∞

−∞

 𝐵𝐵𝐵𝐵1,2(𝑥𝑥1,𝑥𝑥2, 𝜏𝜏1, 𝜏𝜏2, 𝜏𝜏3)𝑑𝑑𝜏𝜏1𝑑𝑑𝜏𝜏2𝑑𝑑𝜏𝜏3

+ �ℎ2,1(𝜏𝜏1, 𝜏𝜏2; 𝜏𝜏3)
+∞

−∞

 𝐵𝐵𝐵𝐵2,1(𝑥𝑥1,𝑥𝑥2, 𝜏𝜏1, 𝜏𝜏2, 𝜏𝜏3)𝑑𝑑𝜏𝜏1𝑑𝑑𝜏𝜏2𝑑𝑑𝜏𝜏3 

(3.13) 

 

𝐵𝐵𝐵𝐵𝑚𝑚,𝑛𝑛(𝑥𝑥1,𝑥𝑥2, 𝜏𝜏1, … , 𝜏𝜏𝑚𝑚+𝑛𝑛) are called basis functions. They are the combinations of m instances 
of the first input and n instances of the second input associated with each kernel. For example, 
equation (3.14) shows the expression for 𝐵𝐵𝐵𝐵1,2(𝑥𝑥1,𝑥𝑥2, 𝜏𝜏1, 𝜏𝜏2, 𝜏𝜏3). 

 

𝐵𝐵𝐵𝐵1,2(𝑥𝑥1,𝑥𝑥2, 𝜏𝜏1, 𝜏𝜏2, 𝜏𝜏3)
= �𝑥𝑥�1(𝑡𝑡 − 𝜏𝜏1)𝑒𝑒𝑗𝑗𝑤𝑤𝑐𝑐(𝑡𝑡−𝜏𝜏1)�

∗
�𝑥𝑥�2(𝑡𝑡 − 𝜏𝜏2)𝑒𝑒𝑗𝑗𝑤𝑤𝑐𝑐(𝑡𝑡−𝜏𝜏2)��𝑥𝑥�2(𝑡𝑡

− 𝜏𝜏3)𝑒𝑒𝑗𝑗𝑤𝑤𝑐𝑐(𝑡𝑡−𝜏𝜏3)�
+ �𝑥𝑥�1(𝑡𝑡 − 𝜏𝜏1)𝑒𝑒𝑗𝑗𝑤𝑤𝑐𝑐(𝑡𝑡−𝜏𝜏1)��𝑥𝑥�2(𝑡𝑡 − 𝜏𝜏2)𝑒𝑒𝑗𝑗𝑤𝑤𝑐𝑐(𝑡𝑡−𝜏𝜏2)�

∗
�𝑥𝑥�2(𝑡𝑡

− 𝜏𝜏3)𝑒𝑒𝑗𝑗𝑤𝑤𝑐𝑐(𝑡𝑡−𝜏𝜏3)�
+ �𝑥𝑥�1(𝑡𝑡 − 𝜏𝜏1)𝑒𝑒𝑗𝑗𝑤𝑤𝑐𝑐(𝑡𝑡−𝜏𝜏1)��𝑥𝑥�2(𝑡𝑡
− 𝜏𝜏2)𝑒𝑒𝑗𝑗𝑤𝑤𝑐𝑐(𝑡𝑡−𝜏𝜏2)��𝑥𝑥�2(𝑡𝑡 − 𝜏𝜏3)𝑒𝑒𝑗𝑗𝑤𝑤𝑐𝑐(𝑡𝑡−𝜏𝜏3)�

∗ 

(3.14) 

5. Continuous-time passband to baseband equivalent transformation:  

At the previous step, we ended up with the continuous-time passband formulation of DIDO 
Volterra. This formulation is used to derive the continuous-time baseband equivalent 
representation where the envelope of the outputs is related to the envelope of the inputs. The steps 
of the derivation includes the transformation to the frequency domain by applying a multi-
dimensional Laplace transform, applying a frequency translation from the carrier frequency to 
baseband and going back to time domain. The details of the transformation are available in [26]. 
The continuous-time baseband expression relates the envelope of the outputs to the inputs, 
without including the carrier frequency phasor in the basis functions.    

The corresponding continuous-time baseband 3rd order response derived from (3.13) is 
displayed in equation (3.15).  

29 
 



 

𝑦𝑦�1,3(𝑡𝑡) = �ℎ�3,0(𝜏𝜏1, 𝜏𝜏2, 𝜏𝜏3)
+∞

−∞

 𝐵𝐵𝐵𝐵�3,0(𝑥𝑥�1(𝑡𝑡),𝑥𝑥�2(𝑡𝑡), 𝜏𝜏1, 𝜏𝜏2, 𝜏𝜏3)𝑑𝑑𝜏𝜏1𝑑𝑑𝜏𝜏2𝑑𝑑𝜏𝜏3

+ �ℎ�0,3(𝜏𝜏1, 𝜏𝜏2, 𝜏𝜏3)
+∞

−∞

 𝐵𝐵𝐵𝐵�0,3(𝑥𝑥�1,𝑥𝑥�2, 𝜏𝜏1, 𝜏𝜏2, 𝜏𝜏3)𝑑𝑑𝜏𝜏1𝑑𝑑𝜏𝜏2𝑑𝑑𝜏𝜏3

+ �ℎ�1,2(𝜏𝜏1; 𝜏𝜏2, 𝜏𝜏3)
+∞

−∞

 𝐵𝐵𝐵𝐵�1,2(𝑥𝑥�1,𝑥𝑥�2, 𝜏𝜏1, 𝜏𝜏2, 𝜏𝜏3)𝑑𝑑𝜏𝜏1𝑑𝑑𝜏𝜏2𝑑𝑑𝜏𝜏3

+ �ℎ�2,1(𝜏𝜏1, 𝜏𝜏2; 𝜏𝜏3)
+∞

−∞

 𝐵𝐵𝐵𝐵�2,1(𝑥𝑥�1,𝑥𝑥�2, 𝜏𝜏1, 𝜏𝜏2, 𝜏𝜏3)𝑑𝑑𝜏𝜏1𝑑𝑑𝜏𝜏2𝑑𝑑𝜏𝜏3 

(3.15) 

And, 

 
𝐵𝐵𝐵𝐵�1,2(𝑥𝑥�1,𝑥𝑥�2, 𝜏𝜏1, 𝜏𝜏2, 𝜏𝜏3) = �𝑥𝑥�1(𝑡𝑡 − 𝜏𝜏1)�∗�𝑥𝑥�2(𝑡𝑡 − 𝜏𝜏2)��𝑥𝑥�2(𝑡𝑡 − 𝜏𝜏3)� 
                                          + �𝑥𝑥�1(𝑡𝑡 − 𝜏𝜏1)��𝑥𝑥�2(𝑡𝑡 − 𝜏𝜏2)�∗�𝑥𝑥�2(𝑡𝑡 − 𝜏𝜏3)� 
                                          + �𝑥𝑥�1(𝑡𝑡 − 𝜏𝜏1)��𝑥𝑥�2(𝑡𝑡 − 𝜏𝜏2)��𝑥𝑥�2(𝑡𝑡 − 𝜏𝜏3)�∗ 

(3.16) 

6. Baseband equivalent Volterra series discretization: 

The final step consists of the discretization the continuous-time baseband equivalent Volterra 
reached previously to be implementable in CAD environment. The discretization takes into 
consideration the causality of the system, the fading memory assumption and the symmetry with 
respect to each input separately. Digitizing the 3rd order response yields the following result in 
(3.17)    

 

𝑦𝑦�1,3(𝑡𝑡)

=  � � � ℎ�3,0(𝑖𝑖1, 𝑖𝑖2, 𝑖𝑖3)
𝑀𝑀

𝑖𝑖3=𝑖𝑖2

𝑀𝑀

𝑖𝑖2=𝑖𝑖1

𝑀𝑀

𝑖𝑖1=0

𝐵𝐵𝐵𝐵�3,0(𝑥𝑥�1(𝑛𝑛),𝑥𝑥�2(𝑛𝑛), 𝑖𝑖1, 𝑖𝑖2, 𝑖𝑖3)

+ � � � ℎ�0,3(𝑖𝑖1, 𝑖𝑖2, 𝑖𝑖3)
𝑀𝑀

𝑖𝑖3=𝑖𝑖2

𝑀𝑀

𝑖𝑖2=𝑖𝑖1

𝑀𝑀

𝑖𝑖1=0

𝐵𝐵𝐵𝐵�0,3(𝑥𝑥�1(𝑛𝑛),𝑥𝑥�2(𝑛𝑛), 𝑖𝑖1, 𝑖𝑖2, 𝑖𝑖3)

+ � � � ℎ�1,2(𝑖𝑖1, 𝑖𝑖2, 𝑖𝑖3)
𝑀𝑀

𝑖𝑖3=𝑖𝑖2

𝑀𝑀

𝑖𝑖2=0

𝑀𝑀

𝑖𝑖1=0

𝐵𝐵𝐵𝐵�1,2(𝑥𝑥�1(𝑛𝑛),𝑥𝑥�2(𝑛𝑛), 𝑖𝑖1, 𝑖𝑖2, 𝑖𝑖3) 

+ � � �ℎ�2,1(𝑖𝑖1, 𝑖𝑖2, 𝑖𝑖3)
𝑀𝑀

𝑖𝑖3=0

𝑀𝑀

𝑖𝑖2=𝑖𝑖1

𝑀𝑀

𝑖𝑖1=0

𝐵𝐵𝐵𝐵� 2,1(𝑥𝑥�1(𝑛𝑛),𝑥𝑥�2(𝑛𝑛), 𝑖𝑖1, 𝑖𝑖2, 𝑖𝑖3) 

 

(3.17) 

Where:  

 
𝐵𝐵𝐵𝐵�1,2(𝑥𝑥�1(𝑛𝑛),𝑥𝑥�2(𝑛𝑛), 𝑖𝑖1, 𝑖𝑖2, 𝑖𝑖3)

= �𝑥𝑥�1(𝑛𝑛 − 𝑖𝑖1)�∗�𝑥𝑥�2(𝑛𝑛 − 𝑖𝑖2)��𝑥𝑥�2(𝑛𝑛 − 𝑖𝑖3)� (3.18) 

As a conclusion, the use of this method results in a significant reduction in the number of 
terms in the digitized baseband formulation of the DIDO Volterra model compared to the direct 
digitization from the continuous-time DIDO Volterra model. The model extracted is used in 
simulation to illustrate its capabilities to capture the behaviour of nonlinear devices in a matched 
environment. 
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3.2 Simulation Based Model Validation  
3.2.1 Envelope Simulation Overview 

Simulation of nonlinear circuits and devices is a more complex problem than linear systems. 
There are several methods available in the literature and implemented in CAD commercial 
simulators in both frequency domain and time domain. The goal is to build a nonlinear simulator 
that guarantee an acceptable accuracy and a manageable simulation time. The most commonly 
used simulation techniques for high-frequency nonlinear circuits are harmonic balance, time 
domain integration as well as envelope simulation.  

Time domain integration techniques [27] solve partial differential equations using different 
integration methods and are able to reproduce the transient behavior of the simulated circuit. 
Traditional time domain techniques struggle to find the steady-state response of the circuits since 
they have to simulate the circuits long enough for the transient behavior to vanish. Alternatively, 
harmonic balance [28] is a frequency domain technique that provides the steady-state response of 
a circuit at fundamental frequencies, mixing products and harmonics. It uses a system of algebraic 
equations to represent the circuits instead of the differential equations. There are different ways to 
solve these equations, among them the Newton- Raphson method is the most used. 

As far as the nature of the signal is concerned, harmonic balance is used with periodic and 
pseudo-periodic signals to simulate mild nonlinearities, but when used to simulate strong 
nonlinear circuits with modulated signal, it suffers from dramatic increase in complexity and may 
not converge. On the other hand, time domain integration techniques are suitable to the slow-
varying baseband signals and are very slow when used with modulated signal around high-
frequency carrier. Hence, envelope simulation [29] were developed to be a compromise between 
the two previous techniques. Envelope Simulators represent the modulated signals as discrete 
frequency components with time-dependent modulation, i.e. envelope signal, around them. The 
signal envelope is handled by time-domain integration techniques, while harmonic balance 
handled the high-frequency carrier allowing both for transient and steady-state response of the 
circuits to be captured. 

 

Figure 3.3 - Envelope Simulation Process [30] 

Figure 3.3 describes the envelope simulation schematic in the Agilent Advanced Design 
System (Agilent ADS), the commercial software used to collect the measurement data needed to 
extract the DIDO Volterra model. Each modulated signal is represented by an envelope that 
modulates a carrier. The complex (amplitude and phase) samples of the envelope are computed 
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and for each time step, a harmonic balance analysis is performed. This procedure characterizes the 
time-varying envelope through a time-varying spectrum. Since the envelope is sampled instead of 
the RF signal, the simulation bandwidth must be equal to the bandwidth of the modulation signal, 
which is significantly lower than the carrier frequency. 

3.2.2 Simulation Schematic 

The simulated DUT can be any two-port network. It can be passive or active, linear or nonlinear 
microwave device. Examples are analog filters, transistors and RF power amplifiers. As long as a 
circuit representation or a compact model of the device is available, the behaviour model could be 
extracted and compared to the circuit results. Since compact models reproduce similar trends than 
an actual DUT when measured in a characterization setup, the simulation results are accurate 
enough to validate the model. The simulation based validation of the DIDO Volterra model is 
chosen to separate the potential sources of errors, namely model related or measurement setup 
related errors.  

The schematic used to simulate the nonlinear device in an unmatched environment is 
described in this sub-section and its important features are outlined.  The simulation architecture 
is developed to be similar to the measurement setup (see Figure 3.5). Indeed, the schematic 
mimics an active load-pull setup by using DC block, couplers as well as circulators. The idea 
behind including such components is to enable the possibility of representing these components 
by their equivalent S-parameters in a future work. The schematic can be divided in three parts: the 
modulated signal generation output, signal measurement and load impedance control (active load-
pull). 

 Signal generation is achieved by loading an I/Q file that contains the time domain samples 
of the baseband signal and use it to modulate the carrier frequency. I/Q samples could be 
synthesized using any CAD software and can represent any type of modern modulated signal 
(LTE, WCDMA …). Figure 3.4 presents the schematic used to generate the signal for each 
source.  

 
Figure 3.4 - Modulated Signal Generation 

Two sources are included in the schematic: one source to provide the main excitation 
signal, 𝑥𝑥1(𝑡𝑡), at the input port of the DUT while the second source is needed to synthesize the 
second source, 𝑥𝑥2(𝑡𝑡), to perform the active load-pull by emulating a variation in the load 
impedance.  

P2

IQ_ModTuned

VtDataset
VtDataset

V_1Tone

Num=2

MOD2

SRC14
SRC13

SRC10

Rout=50 Ohm
Fnom=RFfreq Hz

Expression="voltage"
Dataset="Cal_a1_I.ds" Expression="voltage"

Dataset="Cal_a1_Q.ds"

SaveCurrent=yes
Freq=RFfreq Hz
V=polar(dbmtov(Pavs,50),0)

32 
 



 

Signal measurement is done using two directional couplers to separate incident and reflected 
power waves. Although the circuit representation in the simulator is in terms of voltages and 
currents, the signals are transformed to power waves representation using the linear equations 2.1 
and 2.2. This transformation is done by including ABCD matrices that follow the couplers in 
order to mimic the measurement system by adopting the same representation. Finally, the 
resulting power waves are demodulated and the envelopes of the various signals are extracted in 
both ports of the DUT. 

The load control is achieved using an active load-pull technique. A circulator is used to 
redirect the output power of the DUT to a matched load where it is absorbed and actively feed 
another signal from the second source in order to emulate a user-defined load. The choice behind 
implementing active load-pull, is the ability to inject an independent signal at the second port, 
independently from the first port. In fact, if a2, the incident wave at the second port of the DUT, is 
merely the reflection of b2 with a certain reflection coefficient (𝛤𝛤𝐿𝐿) while the model is trying to 
find a function that model b2 with the respect to a1 and a2 � 𝑏𝑏2 = 𝑓𝑓𝑓𝑓𝑓𝑓 (𝑎𝑎1, 𝑎𝑎2)�; the model will 
totally ignore 𝑎𝑎1 and model b2 as 𝑏𝑏2 =  𝛤𝛤𝐿𝐿 . 𝑎𝑎2. 

Another important aspect that should not be ignored during the simulation is the harmonic 
terminations of the DUT. Although the impedance control is realized only at the fundamental 
frequency, the harmonic terminations have to be set to specific values. Different harmonic 
terminations will result in different performance. In measurements, the same harmonic 
terminations must be used. For the case of a RF power amplifier, different harmonic terminations 
are associated with different classes of operation. This will dictate the waveforms shape in the 
time domain and will affect the RF power amplifier performances in terms of efficiency and 
output power. 

 

33 
 



 

 
Figure 3.5 - Active Load-pull Simulation Schematic 
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3.2.3 Model Extraction Procedure 

In order to extract the DIDO Volterra model coefficients, the procedure described in Figure 3.6 is 
followed.  

 
Figure 3.6- Extracting Volterra DIDO Model 

First, the parameters of the DIDO Volterra model, namely N and M, are set. This step is about 
the choice of three parameters which are the total order of nonlinearity N and the memory depth of 
each input 𝑀𝑀1 and 𝑀𝑀2. The initial values of these three parameters relies on the experience of the user 
and could be tuned later based on the simulation results to find the better compromise between 
complexity and accuracy. 

Secondly, the process of determining the basis functions is accomplished using the method 
explained before for complexity reduction. The basis functions being the combination of the input 
instants at different instant and different nonlinearity order associated with each kernel. Once, this 
task is performed it will enable the model to be reformulated as a linear problem with respect to its 
kernels and for LSE algorithm to be used to extract the kernels.     

Next, the simulation of the DUT, which can be any nonlinear circuit, is performed  using the 
Agilent ADS schematic detailed above. The user-defined modulated signal is applied to DUT at the 
appropriate frequency and average power level. The load impedance is varied around a certain value 
using the active signal from the second source. The envelope signal (I/Q samples) of both the incident 
and reflected power waves at the port of the DUT is saved into a text file so they can be processed at a 
later stage. 

Once the data from the simulation is available, it is used as input to a Matlab script which 
executes the extraction of the model coefficients using LSE algorithm and compares the model 
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performance to the simulation results. The coefficients are written in a matrix formulation (equation 
3.19). 

 �
𝑏𝑏𝑏𝑏11 ⋯ 𝑏𝑏𝑏𝑏1𝑛𝑛
⋮ ⋱ ⋮
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 (3.19) 

where A is matrix built from the basis functions, X is the vector of kernels and b is the output 
vector.   

 The model performance is evaluated using metrics in both time domain and frequency domain. 
In time domain, the NMSE given in equation 3.9 is calculated. NMSE measures the deviation of the 
model samples from the simulation samples in average. It is usually reported in logarithmic scale (dB) 
and the lower the value is, the better the model. In frequency domain, the spectrum of the model is 
obtained through the Fourier transform and compared to the spectrum from the simulation.  

 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 = 10 ∗ 𝑙𝑙𝑙𝑙𝑙𝑙10 ���
��𝑦𝑦(𝑛𝑛) − 𝑦𝑦�(𝑛𝑛)�2�

∑ |𝑦𝑦�(𝑛𝑛)|2𝑛𝑛
�

𝑛𝑛

� (3.20) 

where 𝑦𝑦(𝑛𝑛) is the simulation reference signal and 𝑦𝑦�(𝑛𝑛) is the model signal. 

Finally, if the model performance is not satisfactory, the model parameters are changed and the 
extraction procedure is redone. Also, the simulation conditions could be swept in terms of input 
average power level, load reflection coefficient, biasing conditions, etc. The model coefficients are 
extracted for each case and tabulated to build a comprehensive model. 

3.2.4 Simulation Based Model Validation 

The DIDO Volterra Model was tested on an RF power amplifier to assess its performance. The DUT 
is the ADS schematic of 45 Watt GaN PA internally designed in the research group, fabricated and 
validated through measurements. Hence, in a future step the model will be extracted from 
measurements. The RF PA circuit representation is based on source/matching networks build around 
the Cree packaged transistor model that has already showed good agreement with experimental 
results. A comparison will be established between the predicted behaviour of the DIDO Volterra 
model and PA circuit representation that uses the large-signal model provided by the manufacturer.  

The operating conditions under which the simulation were conducted are described in Table 3.2. 
It is important to note that the harmonic terminations is an important criteria that should be included 
to define the simulation conditions with a tendency to be overlooked. 

Table 3.2 - Simulation Conditions 

Simulation Conditions Values 

Centre Frequency   850 MHz 

Stimulus 1C - WCDMA signal  

DUT 45 Watt GaN RF PA 

Average Input Power 30 dBm 

Harmonic Terminations  Matched Harmonics 

Simulation type  Envelope Simulation 
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The DIDO Volterra model to be extracted here has a total nonlinearity order equal to 3 and 
memory depths equal to 2 (𝑁𝑁 = 3  ;   𝑀𝑀1 = 2 ,  𝑀𝑀2 = 2). The model NMSE performance of different 
matching conditions is highlighted in Table 3.3. 

Table 3.3 - NMSE Performance of different Matching Conditions (3th order Model) 

Mismatch 
Conditions 

Matched 
(a2=0) 

Low 
Mismatch 

Relatively 
Low 

Mismatch 

Relatively 
High 

Mismatch 

High 
Mismatch 

Number 
of 

Kernels 

DIDO 
Volterra (N=3; 

M1=M2=2) 
- -32.8 -31 -28.3 -26.3 24 

SISO Volterra 
(N=3; M=3) -35 - - - - 21 

 

The matching conditions are set by varying the average power of the waveform a2 injected at the 
output port of the device. The higher is the average power of a2, the higher is the mismatch. When the 
load is perfectly matched, i.e. a2 equals to zero, the DIDO Volterra model falls back to the SISO case 
and there is no difference between the two models. The NMSE reported in the above table is for 
modeling the output waveform at the DUT port 2 �𝑏𝑏2 = 𝑓𝑓𝑓𝑓𝑓𝑓(𝑎𝑎1,𝑎𝑎2)� and similar results are expected 
when modeling the output waveform at the DUT port 1 �𝑏𝑏1 = 𝑓𝑓𝑓𝑓𝑓𝑓(𝑎𝑎1,𝑎𝑎2)�. It can be noticed that 
NMSE of the DIDO Volterra model drops at high mismatch where the reflection coefficient is around 
0.9. Indeed, at high mismatch, the high average power of 𝑎𝑎2 introduces stronger nonlinearity and 
higher order model should be used at the expenses of higher complexity. When SISO Volterra model 
was used to model  𝑏𝑏2 = 𝑓𝑓𝑓𝑓𝑓𝑓(𝑎𝑎1) and ignoring the mismatch caused by the presence of 𝑎𝑎2, the 
resulting NMSE was very low reflecting the limited capability of the SISO model in an unmatched 
condition.  

In addition to 3rd order total nonlinearity model, 5th order model have been studied for 
comparison purposes. The results are reported in Table 3.4. It can be noticed that there is an 
improvement in the NMSE values with the increase of nonlinearity order at the expense of a higher 
number of kernels. 

Table 3.4 - NMSE Performance for Different Matching Conditions (5th order Model) 

Mismatch 
Conditions 

Low 
Mismatch 

Relatively 
Low 

Mismatch 

Relatively 
High 

Mismatch 

High 
Mismatch 

Number 
of 

Kernels 

DIDO Volterra 
(N=5; M1=M2=2) -33.6 -32.1 -29.7 -27.8 80 

DIDO Volterra 
(N=5; M1=3, M2=2) -35 -34.1 -32.2 -30.4 166 

DIDO Volterra 
(N=5; M1=3, M2=3) -35.2 -34.5 -32.6 -30.9 314 

 

To further monitor the mismatch extent, the variation of the load impedance resulting from the 
interaction between the DUT output at port 2 and the injected power from source2, the load 
impedance was represented in a Smith Chart and reported in Figure 3.7. The area around the center of 
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the Smith Chart represent the different load impedance presented to the DUT during the model 
extraction.   

 
Figure 3.7 - Load Impedance Coverage  

 

In addition to the NMSE, both the spectrum predicted by the model and the output spectrum are 
compared. Figure 3.8 shows the spectrum of DIDO Volterra model with the 3rd nonlinearity order and 
memory depths equal to 2 (𝑁𝑁 = 3  ;   𝑀𝑀1 = 2 ,  𝑀𝑀2 = 2). 
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(b) High Mismatch 

Figure 3.8 - 3rd Order Model Spectrum (a) Low Mismatch (b) High Mismatch 

Based on the spectrum showed in Figure 3.8, it can be concluded that 3rd order nonlinearity 
model is enough for the case of low mismatch but for higher mismatch, the model suffers from a 
degradation in its performance. This observation confirms that increasing the area of load coverage, 
i.e. the possible load impedances that can be presented to the device, dictates higher nonlinearity order 
for the model. Thus, the model nonlinearity was increased to 5 while keeping the same memory depth 
(𝑁𝑁 = 5  ;   𝑀𝑀1 = 2 ,  𝑀𝑀2 = 2). Figure 3.10 presents the corresponding spectrum to nonlinearity order 5 
which has better accuracy in both low and high mismatch. 
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(b) High Mismatch 

Figure 3.9 -   5rd Order Model Spectrum (a) Low Mismatch (b) High Mismatch 

Overall the initial investigation of the DIDO Volterra model demonstrates promising results and 
shows the model capabilities to capture the nonlinear behaviour of the device.  The simulation based 
validation needs to be confirmed through realistic measurements. The simulation is used as an 
intermediate step to separate measurement errors from model errors. The methodology to perform 
such measurement will be clarified in the next chapter.   
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Chapter 4 

4. Characterization Setup under Modulated Signals 
 

After the validation of the model through simulation, the DIDO Volterra model needs to be extracted 
and validated using nonlinear measurements data with modulated signals. Realizing a nonlinear 
characterization system that uses modulated signals is a complicated task that need to take into 
account many practical difficulties and implementation challenges. Any issues or limitations in the 
measurement system will affect dramatically the performance of the model. The platform should 
allow the user to measure the currents and voltages at the DUT ports within an unmatched 
environment in time domain, the nature domain for the RF circuit design theory. It should increase the 
accuracy and reliability of measurement-based models when extracted under modulated signals. 
Moreover, the platform should provide the necessary data to extract and validate DIDO Volterra 
model or any time domain model.  

In this chapter, the challenges as well as the overall guidelines to build a nonlinear 
characterization platform using modulated signal are detailed.  The choices made and the 
accomplished steps are highlighted with particular focus in the calibration routines that needs to be 
implemented and the equipment involved in the process.  

4.1 Characterization Setup Overview 
As explained in Chapter 2, a nonlinear characterization setup for unmatched nonlinear devices is 
composed of three parts: waveform generation, waveform engineering approaches and waveform 
measurement instruments.  Depending on the purpose of the characterization setups as well as the 
available equipment, choices have been made in each of these three categories. Figure 4.1 presents the 
different parts that constitute the proposed characterization setup building block and connections.  

 
Figure 4.1- Characterization Setup Block Diagram 
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The waveform generation: The waveform generation function should be able to produce a 
modulated signal with the required bandwidth and purity. The signal purity is measured generally in 
terms of spurious free dynamic range (SFDR) and adjacent channel power ratio (ACPR). These two 
metrics characterize the generated signal’s power with respect to the spurious and undesired 
frequency components power. Modern setups use high speed AWGs for wideband signal generation. 
High speed AWGs take the digital baseband samples of a modulated signal (I/Q) and produce the 
signal’s analog envelope at the desired intermediate frequency (IF). The signal can be up-converted in 
a latter step from IF to the carrier frequency of interest, although the modern AWGs’ IF reaches few 
GHz which is enough for most applications.  

AWGs are built around DACs, thus their specifications includes mainly the sampling frequency, 
bit resolution, analog bandwidth and memory size. The available AWG to conduct this work was the 
Agilent AWG M8190A [31] with 12-bit resolution, 12 GSa/s sampling frequency, 5 GHz analog 
bandwidth and 90 dBc SFDR which is enough for the purpose of this experiment. Furthermore, the 5 
GHz analog bandwidth is wide enough to accommodate modulated signals at baseband, fundamental 
frequency and the harmonics, given that the fundamental frequency is not too high. For example, if 
the fundamental frequency is chosen to be around 1 GHz, modulated signal can be generated up to the 
4th harmonic as it is still within the analog bandwidth. 

The waveform engineering: Waveform engineering, in its broad sense, is the ability to control the 
voltages and currents at the DUT ports. This is achieved by setting and measuring the source/load 
impedances at the DUT ports, known as source/load pull systems. A load-pull system, as detailed in 
Chapter 2, can be passive, active with different possible configuration or hybrid.  

Since the DIDO Volterra model to be extracted is an envelope domain model, the natural choice 
would be a load-pull system that works with signal envelopes. Using the signal envelope also avoids 
the instability issues usually associated with active load-pull and allows to shape the response of the 
reflection coefficient in order to mimic real life scenarios. For example, if the DUT is an RF power 
amplifier, the reflection coefficient could be changed versus frequency to track the frequency 
dispersive impedance of a varying antenna at the output port of RF power amplifier. 

Once the stability issue is solved, an active load-pull is more beneficial to using passive tuners. 
Indeed, it has a wider bandwidth, and overcomes the losses problem of passive tuners and it can 
present a load reflection coefficient that reaches one, which is equivalent to fully reflecting the output 
travelling wave. However, on top of the active load-pull, passive tuners could be added to the setup 
for the purpose of maximizing the power transfer. If an RF transistor is to be modeled, tuners should 
be used to conjugate match the input and output impedance of the transistor in order to guarantee 
maximum power transfer. Failing to do so will force the usage of  high power drivers in order to 
compensate for the lower transferred power and attain the necessary power level. Special care must be 
given to the tuners’ frequency response which should not distort the modulated signal stimulus.  

The waveform measurement instruments: They are measurement systems able to measure power 
waves in time or frequency domain in order to reconstruct the voltages and currents at the DUT ports. 
This ability to measure correctly the power waves does not imply necessarily the ability to set or 
control them as is the case in waveform engineering. The different possible waveform measurement 
instruments are high speed oscilloscopes, subsampling-systems like LSNA and mixer-based systems 
like NVNA. The choice of the waveform measurement instrument to be used is the NVNA, 
specifically Agilent PNA-X [14]. Indeed, the NVNA will give the flexibility to use CW, pulsed CW 
in top of the modulated signals. More importantly, the presence of the phase reference capacity that 
guarantees the relative phase coherence between fundamental and harmonics, is an important feature 
that could be used in future extension of the DIDO Volterra from fundamental frequency to 

42 
 



harmonics. Additionally, NVNA provides a dynamic range that can be superior to 100 dB which is 
very important to ensure accuracy measurement of power waves. 

The Agilent PNA-X is meant to use CW signals as stimulus. It is based on superheterodyne 
architecture: the signal at the carrier frequency is down-converted to an intermediate frequency where 
the appropriate signal conditioning (filtering, gain, attenuation …) is applied before being digitized. 
The waves are measured using the frequency swept-mode where each frequency component is 
captured at a time. The coherency between the different receivers is achieved by ensuring the fact that 
they all share the same LO signal. Figure 4.2 shows the main components that constitute the PNA-X. 
Although, the PNA-X has two internal sources, they are not used in the setup in this work as they only 
generate CW signals and an AWG is used instead, therefore the PNA-X is treated as a 8-channels 
phase coherent receiver.  

 
Figure 4.2 - Agilent PNA-X N5242A Block Diagram 

In order to measure modulated signals, the frequency swept-mode is not convenient as capturing 
the frequency components one by one within the signal bandwidth extends dramatically the 
measurement time. Also, the measured frequency components have to be phase coherent which is 
difficult to realize especially in low frequency resolution. Thus, the frequency swept-mode is replaced 
by a time domain capture.  

In a time domain capture, the row time domain samples are stored at the output of the analog to 
digital convertor (ADC) (see Figure 4.3) where any filtering in the IF path that could limit the signal 
bandwidth is bypassed. The stored signal is then demodulated in a post-processing step and the 
envelopes are extracted. The disadvantage of applying time domain capture, is the reduction in the 
dynamic range due to the usage of wide IF bandwidth. To enhance the dynamic range, coherent 
averaging of the time domain samples and taking long time sequence has been used to reduce the 
noise floor in depends of a longer measurement time. In conclusion, in order to apply time domain 
capture, a tradeoff between measurement time and dynamic range must be reached. 
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Figure 4.3 - Agilent PNA-X Receiver Block Diagram 

4.2 Setup Calibration Routines 
Traditionally, network analyzers are used to measure S-parameters which are a rationed measurement 
between the waves travelling in the forward and reverse directions. Rationed measurements only need 
a vector calibration to be performed which should de-embed the imperfections of the instrument. 
Also, it allows to set the reference plans right at the ports of the DUT and to de-embed any component 
in the path of the signal such as linear driver, attenuator or fixtures. In the measurement science, the 
theory to perform such calibration has matured enough and different algorithms has been developed to 
accommodate several practical situations (high frequency, on-wafer measurements …) [32].  

However, in this work, the NVNA is expected to make unrationed measurements of each 
travelling wave separately (a1, a2, b1, b2). For this purpose, on top of the vector calibration, a power 
calibration and a phase calibration are needed. The power calibration uses a power meter because of 
its traceable and reliable precision, while the phase calibration establishes the phase coherency 
between fundamental and harmonics of the same wave.  

All of these three types of calibrations can be grouped under the category of RF calibration that 
corrects for the errors between the receivers and the DUT. If the signal is a CW, this calibration is 
enough, but since the signal is a modulated signal with wide bandwidth, the IF response cannot be 
ignored and the frequency response of the receiver IF path, just after the mixer, needs to be corrected.  

4.2.1 Receiver IF Calibration 
The IF calibration characterizes the frequency response of the receivers and compensates for its 
magnitude and phase response. If the signal is narrowband, this calibration can be avoided; but with 
wideband modulates signals, it is mandatory step. The reason is that once down-converted to the IF 
frequency, the signal occupies a wide-bandwidth and is subject to frequency dispersions of the IF 
circuit response. With the Agilent PNA-X receivers used to measure the signals, it should be noted 
that the travelling waves are measured using the time domain capture where the row samples at the 
output of the receiver ADC are stored, demodulated and post-processed to extract the envelope data.  

The IF calibration is performed on the signals’ envelopes and not on the RF signals around the 
carrier frequency. As an illustration, the row response of a PNA-X receiver is displayed in Figure 4.4 
where it shows almost 11 dB roll-off. The calibration procedure is repeated for each one of the PNA-
X receivers. If the signal reaches the receiver without distortions and the IF calibration is applied 
correctly, the receiver reading after correction should be identical to the signal at its input. 
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Figure 4.4 – Raw Baseband Spectrum of PNA-X Receiver C 

The first step in the calibration is to generate a multitone signal using the AWG. There is no 
general rule for selecting the number of tones to use, since it depends on the smoothness of the 
receiver frequency response, but several iterations could be performed with increasing number of 
tones until acceptable results are reached.  Then, the AWG is connected directly to one receiver of the 
PNA-X as shown in Figure 4.5. The PNA-X and the AWG must share the same 10 MHZ reference to 
exclude any frequency offset between the two instruments. Moreover, triggering is necessary in order 
to time align the signal at the output of the AWG and the measured signal. The calibration should 
cover the measurement bandwidth which is in general 3 to 5 times the signal bandwidth. The 
maximum measurement bandwidth is limited by the sampling rate of the ADC.  

 
Figure 4.5 - IF Calibration Setup 

The next step to data acquisition is to compute the frequency spectrum of the signal envelope 
which yields a spectrum similar to figure 4.4. The IF frequency response of the receiver is captured 
using the receiver reading and the signal envelope sent from the AWG. This frequency response is 
supposed to characterize the receiver and should be constant from one measurement to another if the 
receivers are not driven in nonlinear regime. IF correction consists of transforming the envelope to 
frequency domain, using the inverse of the IF frequency response to correct for the distortions due to 
the receiver and converting the signal back to time domain. An important assumption necessary for 
this approach is that the signal at the AWG output is distortions free.  
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Without this assumption, it would not be possible to separate the receiver distortions from the 
distortions due to the AWG. The assumption on the AWG output signal purity was validated 
separately in different experiment with a calibrated spectrum analyzer.  

 Figure 4.6 shows the spectrum before and after correction. The bleu spectrum represent the signal at 
the output at the AWG and the red spectrum is the receiver output. The measurement was made for 5 
MHz 1C-WCDMA signal.  

 
(a) Receiver Response before Correction 

  
(b) Receiver Response after Correction 

 

 

 

 

Figure 4.6 - Receiver Response (a) Receiver Response before Correction (b) Receiver Response after 
Correction 
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 Figure 4.7 shows IF calibration validation through AM/AM and AM/PM diagram. For a back-off 15 
dB and after the correction, the AM/AM distortion is under 0.2 dB and AM/AM distortion is under 2 
degrees. 

 

 

 

 

 

 

 

 

(a) AM/AM Diagram 

 

 

 

 

 

 

 

 

 

(b) AM/PM Diagram      

 

4.2.2 Receiver RF Calibration 
4.2.2.1 Vector Calibration 

There are three types of errors in a measurement setup: systematic errors, random errors and drift 
errors. Systematic errors are due to the setup imperfection. They are time-invariant and consequently 
predictable errors that can be characterized, modeled and mathematically corrected. On the other 
hand, random errors are time-variant and are mainly related to the noise in the measurement system. 
They cannot be corrected for through calibration since they are unpredictable and they affect the 
repeatability of the measurements. Howerver, averaging is generally carried out using different 
measurements to reduce their effects as well as an increase in the signal power to achieve more 
dynamic range. Finally, the drift errors represent a change in the setup proprieties, especially when 
there is a variation in the temperature. Drift errors limit the calibration validity period and often force 
the user to redo it unless further calibration terms are used to account for drift effects.    

 

 Figure 4.7  Receiver Characteristics (a) AM/AM Diagram     (b) AM/PM Diagram 
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The vector calibration in question considers only the systemic errors. There are six possible 
sources for systematic errors related to leakage, signal reflections as well as impairment in the signal 
paths.  Figure 4.8 gives an illustration of these six errors which are directivity, source mismatch, load 
mismatch, reflection tracking, transmission tracking and cross-tracking [33].  

 
Figure 4.8 - Systemic Error Sources [33] 

To perform a two-port rationed measurement such as S-parameters, the source and load need to 
switch from when port to another. Hence, adding the six error terms in the forward and the reverse 
measurement directions results in a 12-term model that fully characterizes a two-port network. 
However, the literature contains several derivations and similar error like the popular simplified 8-
term error model which is the result of ignoring the switching terms that account for the 
reconfiguration of the system when measuring a two-port DUT. In order to identify any of these error 
models, known mechanical or electrical standards are used which should provide linearly independent 
equations equal to the number of model terms.   

Two of the most popular methods used to identify the error terms are Short-Open-Load-Thru 
(SOLT) and Thru-Reflection-Line (TRL). As the name suggests, SOLT uses different terminations to 
extract the error terms. First, short, open and load are applied at each port of the equipment. Then, the 
two ports are connected with a through. If the cross terms are to be included, a load is connected to 
each port and the transmission coefficients are measured in both directions to characterize the ports 
coupling.  TRL uses a similar procedure to SOLT for error terms identification but does not generally 
include a load, instead a transmission line is used. TRL is generally used with waveguides or probe 
stations to perform on-wafer measurements. It can be more accurate that SOLT in a load-pull system 
especially when used with high frequency because it is more difficult to synthesize and guarantee the 
performance of a load.     

For the purpose of this application, SOLT calibration is used. For generalizing SOLT calibration 
to modulated signal, a resolution Frequency (Fres) is first defined by setting the length of envelope 
data sequence (N) in the AWG and its sampling frequency (Fs) through equation (4.1). For example, 
for a 20 MHz measurement bandwidth sampled at 100 MSa/sec, a frequency resolution of 20 KHz 
will necessitate the use of 20,000 samples.  

                                                       𝐹𝐹𝑟𝑟𝑟𝑟𝑟𝑟 =  𝐹𝐹𝑠𝑠
𝑁𝑁

                                                                          (4.1)  

For each of these frequency component, the error terms are extracted and the correction is 
performed in the frequency domain. It should be noted that the IF calibration should enabled when 
extracting and applying the error terms. As a validation procedure, row S-parameters and corrected S-
parameters of a 10 dB attenuator were compared.  Figure 4.9 shows phase and amplitude of S11 and 
S21 (S12 and S22 yield similar results). These results were obtained by interfacing Matlab with METAS 
VNA Tool II software [34].  
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 Figure 4.9 - 10-dB Attenuator S-parameters (a) Row S-parameters  

(b) Corrected S-parameters 

 
                           (a) Row S-parameters                                        (b) Corrected S-parameters 

4.2.2.2 Power Calibration 

The vector calibration can assess the power ratio between two receivers, but is not able determine the 
absolute power of each wave. For absolute power reading to be correct, a power calibration needs to 
be performed. The DUT is replaced by a power meter and is connected to the receiver. The power 
meter provides the correct power level at the DUT reference plan which will be used to correct the 
offset in the receiver reading.   

Power calibration for two-port network needs only to be conducted at one port since the 
remaining port power could be deduced from the already performed vector calibration. Figure 4.7 
shows the connection that needs to be made. 
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Figure 4.10 – Absolute Power Calibration 

4.2.2.3 Phase Calibration 

For linear measurement like S-parameter, the output frequency of the device is the same as the input 
frequency. As no new frequency components are created, the receivers do not have to measure outside 
of the excitation frequency. However, when the device studied is nonlinear, the measurement is more 
complex since the output spectrum contains spectral components at baseband, fundamental frequency 
and harmonics. To capture the full spectrum, the receiver Local Oscillator (LO) needs to move 
between these different frequencies. Unfortunately, the LO phase can randomly change between 
frequency sweeps and measurements which results in an inconsistent phase information. As a remedy 
to this problem, the PNA-X is used along with a comb generator which acts like a known nonlinearity 
that presents a constant phase reference to all signal harmonics. Indeed, all the receiver readings are 
rationed against the comb output to remove the phase error. Therefore, a nonlinear measurement for 
the four traveling waves need a fifth receiver connected to the comb generator.  

In the case of multitones, intermodulation products are created on top of the harmonics. 
Therefore, the comb generator input frequency is not the fundamental frequency anymore, but should 
be a fraction of the frequency spacing between the multitones in order to ensure that the frequency 
grid at the comb generator output overlap with the intermodulation products and harmonics created. 
The major limitation to this technique is that the comb generator always creates harmonics of its input 
frequency with a decreasing spectral power. The higher the harmonic order is, the lower power it has. 
Therefore, lowering the comb generator input frequency as multitone measurement requires, means 
that the harmonics that overlap with the fundamental tones and intermodulation products will have 
low power and can be even below the noise floor. Consequently, this fact can degrade significantly 
the measurement quality and put a limit on the lowest possible spacing between the tones.  

Taking into account the difficulties associated with multitones phase correction, relying in the 
frequency-swept mode to measure a modulated signals seems to be a cumbersome task.  This is one of 
the reasons behind adopting a time domain capture of the travelling waves with the PNA-X. As 
signals are captured at once in the time domain then demodulated, the spectrum is generated by 
applying a Fourier transform where all the envelope spectral components are inherently phase 
coherent.  The LO is kept fixed when measuring the envelope around the fundamental frequency, but 
must be changed each time a harmonic envelope is measured. As a result, the envelope spectral 
components of each harmonic are phase coherent relative to each other but the different envelopes 
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will be desynchronized. Therefore, a phase calibration is only needed when dealing with a harmonic 
behavioral model.  

The DIOD Volterra model, up to this stage, is formulated just around the fundamental where the 
envelope is measured in a fixed LO manner. Consequently, no phase calibration is need to ensure 
relative phase coherency.   
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Chapter 5 

Conclusion and Future Work 
 

In this thesis, the benefits of constructing a behavioural model based on modulated signals for 
nonlinear unmatched devices were discussed. The availability of such models should benefit the 
overall accuracy of nonlinear circuit CAD simulators especially in system level simulations. 
Moreover, the strong connection between the modeling and characterization aspects was underlined. 
Indeed, the limitations as well as the advances in each aspect reflect similarly in the other. Any 
modeling effort needs to take into account the measurement capabilities. Therefore, this work 
describes the attempt to build a model based on the framework of the Volterra series using real life 
modulated signals and presents the characterization platform to extract it. 

 In the modeling part, the steps to derive the reduced complexity envelope domain Volterra 
model for two-port networks were presented. The model captures the behavior of the nonlinear 
unmatched device around fundamental frequency and does not include harmonics up to this point. The 
simulation based results were presented as initial validation and assessment of the model 
performance.  As far as the characterization aspect is concerned, the progress towards building a 
characterization setup and its challenges were described. The under-development new characterization 
platform combines the measurement capabilities of an Agilent PNA-X and a hybrid load pull system 
to capture the vector-calibrated spectrum of the waveforms at the device input/output ports. 

Future modeling work should include a comparison between the DIDO Volterra model 
performance and other measurement-based models like X-parameters and Cardiff Model. The 
comparison should focus in the interpolation and extrapolation capability of each model as well as the 
implementation complexity and measurement time. Furthermore, to fully capture the behavior of the 
DUT, the baseband and harmonics behavior should be captured on top of the fundamental frequency. 
Therefore, the actual model should be augmented with harmonic behaviour in a controlled fashion so 
that it does not reach impractical complexity. Finally, an important model improvement is its effective 
implementation in CAD simulator to enable its utilization in the design process.  

On the other hand, future work in the characterization setup should be around finalizing the 
measurement platform. The remaining milestones include developing automation scripts, integrating 
the different building block of the measurement test-bench and writing validation routines. The 
characterization will enable the extraction the DIDO Volterra model from real measurements on 
transistors and RF power amplifier in unmatched environment but also any other envelope domain 
model. Besides, several enhancements can be applied to the platform following two major directions. 
Namely, high power handling capabilities since characterizing devices above 100 Watt is increasingly 
important and harmonic capabilities indispensable feature for transistors full characterization.  
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