Research of Adaptive Transformation Method
Based on Webpage Semantic Features
for Small-Screen Terminals

Small-screen mabile terminals have difficulty accessing
exising Web resources designed for large-screen devices.
This paper presents an adaptive transformation method
based on webpage semantic featuresto solve this problem.
According to the text dendity and link dendty features of
the webpages, the webpages are divided into two types
index and content. Our method uses an index-based
webpage transformation algorithm and a content-based
webpage transformation algorithm. Experiment results
demondrate that our adaptive transformation method is
not dependent on specific softwar e and webpage templates,
and it is capable of enhancing Web content adaptation on
small-screen terminals.
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|. Introduction

Asareault of the proliferation of wireless handheld devices,
mobile terminas have become indispensable toolsin daily life.
However, in the era of rapid development of mohbile phones,
when mohile devices attempt to access mass I nternet resources,
which were origindly desgned for large-screen computers, it is
clear that mobile termind screens are too amall, the Internet
connection eed is dow, the dorage space is limited, the
computationa capability is wesk, the battery standby time is
short, and soon [1].

To adaptively rendering webpage content on smal-screen
devices, Carnegie Mdlon University (CMU), Attsburgh, PA,
USA, proposed a thumbnal method to enhance mobile
Internet access quality of sarvice[2]. Thismethod preservesthe
origina content of webpageswdl, dlowing usersto accurately
grasp the entire webpage structure; when users browse familiar
webpages, this method is especidly effective. However, when
a page is too large, the converted page becomes too small, so
users have difficulty dearly browsing the specific contents.
Mog Internet resources are currently in the form of webpages,
which were written in the HTML language. Specid standards
were st for mobile Internet, according to the features of
handheld devices. These sandards were ether the HTML
dandard reduction, such as CHTML (Compact HyperText
Markup Language) and HDML (Handhed Devices Markup
Language) [3], or completdy new gtandards, such as WML
(Wirdess Markup Language Wirdess Markup Language) [4].
According to these new dandards, rewriting the exigting
webpages is smple and easy. For the mgority of the exiging
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Internet webpage resources, such a rewriting method would
undoubtedly be cumbersome and labor-intensive.

To provide webpage content in an intdligent layout for
gndl-screen terminds, in 2003, Microsoft Ada Research
Indtitute presented the VIsion-based Page Segmentation (VIPS)
dgorithm, used to extract the semantic Structure of a given
webpage [5]. The VIPS dgorithm represented such methods
based on the page visudization information for segmentation;
it extracted the dructure and visud information from the
webhpages basad on heurigtic rules and then divided webpages
into smdl blocks. This method is Smple, easy to implement,
and has advanced efficiency, but it does not have generd
applicability. Bauja transformed webpage segmentation into
an efficient machinelearning framework that ssgmented the
pages into blocks by a decison tree and the decison tree
information entropy reduction [6]. The method converted the
page ssgmentation process into a decison tree dassfication
process. Although this method has a strong mathematical
theoreticd bads because it involves corrdation judgment, it
cannot guarantee the correct rate of the page segmentation. In
2008, Chekrabati and others presented a webpage
segmentation method based on graph theory, and they werethe
firg to trandform the page ssgmentation problem into a
weighted graph combinatorid optimization problem [7]. This
method can be gpplied to dl pages of the Web, o it hasgenerd
gpplicability. However, asareault of the graph condruction, the
graph on behdf of a webpage is very large, s0 the graph
patitioning process has lower efficiency and is impractical.
Xiang and Shi predefined some universa patterns and then
searched for these paterns in the layout trees [8]. After
conversion, pages could basicaly keep the visud effects of the
origind pages, but the tasks of web dassfication and pattern
matching were dramaticaly heavy.

To solve the problem that smal-screen mobile terminds have
difficulty accessing existing web resources, this paper presentsan
adaptive trandformation method based on webpage semantic
features (WSFS). According to the text dengity and link dengty
features, webpages are divided into index webpages and content
webpages. We propose a content-based webpage transformation
dgorithm and an index-basad webpage transformation dgorithm.
The gructure of the peper is as fdlows The fird section
introduces the ams of the method and the rdated works The
second section describes the design of the webpage adaptive
trandormation method based on WSFs The third section
presents our designed experiment and reults, and the paper ends
with asummeary and acondusion.

I1. Methodology

As shown in Fg. 1, the processing flow of our method
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Fig. 1. Processing flow chart.

includes the following steps. 1) Data preprocessing: this step
mainly incdudes the URL forma examination, HTML
gructured regularization, and HTML tag format tidiness and
Document Object Modd (DOM) tree representation of the
webpage document. 2) Semantic structurad features extraction
of webpage: this processindudesthe calculation of text densty
and link density of the page, to represent the tag level and
sructurelevd festure of the webpage. 3) Judgment of webpage
type: the pages are divided into index type and content type in
our method. 4) Webpage adaptive transformation: to ded with
the two different types of webpage, we propose a content-
based webpage transformation dgorithm and an index-basd
webpage transformeation adgorithm. 5) Webpage rendering:
after completion of the webpage transformation, this phase
includes web integration and rendering for the users.

1. Representing Webpage Features

For a webpage, we establish a web semantic modd, as
shownin Fg. 2, which has Sx semantic levelsfrom the bottom
tothetop[9]. 1) Text levd: the source code of the webpage, for
example, <li class="leaf firs”> <a href="/about-sakai”
title=" About Saka”> About </ & </ li>. 2) Tag leve: HTML
dements form the building blocks of dl websites, for example,
<table> represents a form, <tr> denotes a row in a table. 3)
HTML structure level: HTML tags also have layout
characterigtics, which means that some HTML tags could very
well reflect the page layout and structure information, such as
<table> and <div> labds being used for webpage layout. 4)
HTML rendering structure: Webpages will eventualy be
presented to the users graphicaly, and dl the HTML tegs are
rendered by the browser; So, thisgraphicd interface reflectsthe
rendering structure of the HTML webpages, For example, for a
soecific page, the top region is the navigation bar, the centra
areais the body content, and the bottom zone is the copyright
and contact information. 5) Writing structure level: When page
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Fig. 2. Webpage semantic model figure.

encoders write web functions, their persond writing habits are
reflected in the webpage; The characterigtics of writing habits
conditute the web writing structurd festures, For example,
there may be a text description at the bottom of a picture. 6)
Naturd language levd: Web content may expose some
semantic intentions of the page deveopers, For example, for
the main body of a webpage, a subblock area may be
natification information, and ancther subblock zone may be
recent news informetion. In this paper, we will focus on the
firgt three semantic levels.

At the webpage text levd, as a result of HTML non-
normative writing, we use Jidy [10] to clean up its format,
process non-closed labels, and so on. At the webpage tag
leve, we mainly focus on the content of text tags of
webpages, s0 we use text dendty J(b) to ration the
characterigtics of the tags of the HTML pages [11]. The text
density of current node, d(b), isgiven as

TI(*b) , L(b) >1,
S(b) = (L(b)-1)* maxLen 6
_Te) L(b) <1
maxLen

where T(b) denotes the length of the text of the current node,
L(b) represents the number of text rows of the current node,
T'(b) denotes the length of the text of the current node when
the number of text rows is larger than 1, and maxLen
represents the one-line text length of the current screen size.
Regarding the structure of the page, we mainly focus on link
density. Thelink density of the current node, 6(b), isgiven as

Ta (b)
()’

where T(b) denotes the text length sum of dl <a> tags of the
current node and its children nodes.

o(b)= @
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2. Algorithm Flow

In the preprocessng sage, URL address vdidation is
performed firg, and then the webpage character encoder is
detected 50 that the transformed webpages are not garbled. In
the next gtep, remote URL HTML content is copied and stored
locdly. In Step 4, the HTML tidy interface is recdled to dean
the HTML tags[10Q]. In the phase of converting webpagesinto
an HTML DOM tree, we recdl the HTML Agility Pack
interface to implement itsfunction [12]. An HTML Input object
based on the input URL is congtructed. Then, the parse method
is called to generate an HtmlDocument object, which contains
dl the dtributes of the current webpage Based on the
Html Document object, we propose an dgorithm to determine
what type of webpage the current page is. A webpage is either
an index webpage or a content webpage. An index-based
webpage trandormation dgorithm and a content-based
webhpage transformation dgorithm are used to extract the main
content of the current webpage. In the page rendering stage,
adaptive webpage content is presented to the users according to
the screen size and other preferences of the termind devices.
The specific psaudocodeis asfollows.

Algorithm 1. Adaptive transformation agorithm based on webpage
sematic features,
Input: URL
Output: adaptively transformed content webpage for the amdl-
screenterminals
Algorithm:
//Step 1: URL format standardization
public string urlformat(string url ){
return urlformat (url);}

//Step 2: Character encoding detection
public string Characterdetect(string url){
return mozillaCharDetect(url);}

//Step 3: Get HTML source code
public Stream getHtmI Code(string url; string character){
return GetRemoteStream(url, character);}

/IStep 4: HTML tag tidy
public string htmltidy(Stream remoteStream){
return htmi Tidy(remoteStream);}

//Sep 5: Tranformaion HTML pageinto DOM tree
public HtmIDocument htmitidy(string htmlsource){
HTMLInput Input = new URL Input(htmlsource);
Html Document document = Input.Parse();

Return document;}

//Step 6: Judgment of webpagetype.
public string judgeOfWebType(HtmIDocument document){
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return judgewebtype(document);}

/IStep 7: Cdl the webpage transformation dgorithm
public string webTransform(HtmIDocument document, string
type){
If(type=="index")
Then return indexWebTransform(document);
If(type=="content”)
Then return contentWebTransform(document);}

//Step 8: adaptive webpage rendering for the smdl-screen terminds
public string adaptedWebContent (string webcontent, parameters
termind ){
return adaptedWebContent(webcontent, termind )}

3. Algorithm for Judgment of Webpage Type

Webpages are determined to be ether content webpages or
index webpages according to their presented form. On anindex
webpage, content is displayed in subregions, each of which has
acugtom abgtract theme. Each zone of awebpage has multiple
rows, esch row of content having an identified specific topic

and each topic linked with ancther webpage, asshownin FHg. 3.

On a content webpage, a specific topic is described by an
apparent complete title, and there is a large section of text to
describe this specific topic in detail or there may be additiona
topicslinked to thistopic, as shown in FHg. 4. We use webpage
text dengty and webpage link dendty to judge the webpage
type. The webpagetext densty (Dy) cdculation method and the
webpage link dendty (D)) cadculation method are respectively
shown asfollows

D=L, /N, ®

D =L *CN. @

In (3), L, denotes the sum of the length of al no-link text for
the current web, and N represents the total number of nodes of
the current webpage. In (4), L represents the sum of text length
of dl <a> tagsfor the current webpage, and C, denotesthe tota
link number of the current webpage. Based on a datigticd
andyss method, we mainly usethe retio of thewhole webpage
text density and the link dendity to judge the webpage type, as

DI D,=L*C/|L, ®

where D/D; represents the link dendity and text dengity ratio of
this page.

We use the text dendgty and link densty of the webpage
nodes to extract the main content for the content-based
webpage, which will be discussed in detal in subsection 11.5,
and the related caculation methods are shown in (1) and (2),
respectively.

We randomly sdect 150 content webpages and 150 index
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Fig. 3. Index webpage. (Screenshot from www.chinadaily.com.cn.)

Fig. 4. Content webpage. (Screenshot from www.chinadaily.

com.crv/chinal2012cpc/2012-11/04/content._15872387.htm.)
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Fig. 5. Webpage link density with text density ratio distribution.

webpages and cdculate the text dendty and link densty,
respectively, as shown in Fig. 5. From thefigure, it isdear that
thereisapolarization for the pagelink dengty with text dengty
ratio digribution. When the link dendty with a text dendty
ratio of the current webpage is greater than the threshold vaue,
the webpage is an index webpage otherwise, it is a content
webpage (the threshold vaue is represented by the red line in
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Fig. 5). The specific pseudocode of thisagorithm isasfollows.

Algorithm 2. Algorithm for judgment of webpagetype.
Input: htmlDocument

Output: webpagetype;
Algorithm:
/IStep 1: get the node lit of the web document
Public ILis<HtmlNode> getNodel_ist (HtmlDocument document){
HtmlNode root= document.DocumentNode;
IList<HtmINode> dlnodes = root.SdectNodes(* //*”);
Return dlnodes}

/IStep 2: get thelength of nolink text
Publicint getNoLinkText(IList<HtmlNode> dlnodes){
Int htmlNodeCount= alnodes.count; Int nolinkLen=0;

For(int i=0; i< htmINodeCount; i++){

Htmlnode current = dlnodes|[i];
If(current.child.count==0) & & ( current.type=="Text")
Then nolinkLen = nolinkLen+ current.InnerText.Length;

I f(current.child.count >0)

Then scanNolink(node, nolinkLen); }

/I Traverdng iterate the current node

return nolinkLen;}

//Step 3: get the A tag count of the web document
Public int getAtagCount(htmlNode root){
ILigt<HtmINode> aTagnodes = root.SdectNodes(* /i @href]”);
Return aTagnodes.count;}

/IStep 4: get thelength of link word
Publicint getAtagTextLen(IList<HtmINode> aT agnodes){
Int aTagCount= aT agnodes.count;Int linkLen=0;
For(int i=0; i< aTagCount; i++Y{
Htmlnode current = aTagnodes|[i];
| f(aTagnodes[i].InnerText.Length>0)
ThenintlinkLen=linkLen+ aTagnodes[i].InneText. Length;
return linkLen;}

/IStep 5: count thelink dengity/text dengty
Public Double denstiyRation(){
htmlNodeCount =getNodeList(root).court;
//5.1count link density
linkCount = getAtagCount(aT agnodes);
LinkWordLen= getAtagTextLen(aT agnodes)
Doublelinkdengty=linkCount* LinkWordLen/ htrmlNodeCourtt;
/5.2count no link text density
nolinkLen = getNoLinkText (dlnodes);
Doubletextdensity= nolinkLen/ htmINodeCount
/5.3 count the link dengity/text dendty
Return (linkdengty/textdensity);}

//Step 6 judge the webpage type
String judge(doubleration){
If(linkdengity /textdengity >thtreshold)  Then return “index”;
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Elsereturn “content”;}

4. Index-Based Webpage Transformation Algorithm

For index webpages, we firg use the VIPS dgorithm [13] to
ssgment the current webpage into smal blocks and receive a
block lig. In 2003, the Microsoft Asa Research Inditute
proposed the VIPS dgorithm to extract the ssmantic Sructure
for awebpage [5]. The VIPS dgorithm makes full use of page
layout feeture separators, and it employs a top-down approach,
which is very effectivee Compared to other webpage
segmentetion algorithms, VIPS is more sable and esder to
gpply to our research, so we utilizeit in our sudy. According to
the block list, ablock type is st to each block; the block types
include advertise, noise, navigator, and main content. Another
pageis sdected with the same domain and webdte hierarchy to
detect the navigator. The same sub-DOM trees are extracted as
the navigator candidates from the sdected two pages. Then,
nodes without links and nodes that have links whase URL
domain is outside of the domain of the current webpage are
removed, so the remaining DOM nodes are st asthe navigator
type [13]. If the current block type is noise or advertise, the
block isfiltered out directly. Otherwise, we detect each block to
search for a subtitle; if one exids, it will be extracted. The
aubtitle extraction is used to enable users to quickly find the
content that matches their interest dfter the adapted
trandformation. If the current block type is navigator, HTML
code is generated according to the text and URL of the current
block. If the block type is main contert, text and URLS of
blocks are extracted from web content. After the mergence of
the extracted text, the URL, and the block subtitle, the adaptive
webpages are disdlayed on the smdl-screen terminds The
pseudocodes are asfollows.

Algorithm 3. Index-basad webpage transformation agorithm.
Input: HtmlDocument
Output: adaptively transformaed index webpage
Algorithm:
/IStep 1: cdl the webpage fragmentation dgorithm to segment the
webpage
Public Ligt<blod> pageSagmentation(Html Document document){
Return VIPS(document);}

//Step 2: noise block filter
Public List<block> blocksHlter(List<block> segmentation){
For(int i=0; i<ssgmentation.length; i++)
{block current=segmentation [4];
If (current.type=="advertisg’) Then ssgmentation.remove(i);
If (current.type=="noisg’) Then ssgmentation.remove(i);}
Return segmentation;}
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//Step 3: cal the subtitle extraction dgorithm
Public list<string> subtitleDetect(List<block> segmentation)
{return subtitleDetect(segmentation);}

/ISep 4: display of adapted content

Public dring  adaptiveTramgList<block>

list<string> sub){

Stritn htmlcode; Int subTitlelndex=0;
For(int i=0; i<ssgmentation.sze; i++)
{block current=segmentation [1];

114.1: webpage navigator content generation
If(current.type=="navigator”) Then
{List<rescord> resc=current.getRecord
for(int &=0; k< resc.length; k++)
htmlcode = htmlcode +Htmlgeneration(url text);}

114.2: webpage main content generation
I f(current.type=="maincontent”) Then
{List<rescord> resc=current.getRecord
for(int &=0; k< resc.length; k++)
htmlcode = htmicode +Htmlgeneration(sub[subTitlelndex],
url text);
subTitlelndex++}}

Return htmlcode; }

sgmentation;

5. Content-Based Webpage Transformation Algorithm

For content webpages, we mainly extract the body content of
the page and then adaptivdy display it on smal-screen
terminds. We firg obtain dl HtmINodes of the current
webpage. Afterward, we traverse dl nodes of the DOM tree of
the current webpage and caculate the text dendity and link
dengity of each node. If the text dengity of the current node is
grester than the minimum text dengty threshold vaue and the
link dengty is less than the minimum link density threshold,
the current node is a main content node; otherwise, the current
nodeisanoise node or not rdated to page topic content, which
is directly filtered out in this paper. After the traversdl of the
whole DOM tree of the current page, al nodes related to the
body content are extracted. Findly, upon completing the text
and URL extraction and the page reorganization, the adapted
webpages are digdlayed on the smdl-screen terminds The
pseudocodes are asfollows.

Algorithm 4. Content-based webpage transformation agorithm.

Input: htmlDocument

Output: adaptively transformed content webpage

Algorithm:

/IStep 1: get the nodelist of the web document
Public  ILig<HtmINode>  getNodelist
document){

HtmlNode root= document.DocumentNode;
ILig<HtmINode> alnodes = root.SdectNodes(“ //*™");
Return alnodes}}

(HtmI Document
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// Sep 2: main content extraction
Public List<node> maincontent(] List<HtmINode> nodes){
List<node> maincont;
For(int i=0;i<nodeslength;i++)
{HtmINode current= nodesi];
If (current.linkdengty<=min_link_density)& &
(current.contentdensity>min_ content_density)
Then maincont.add(current);}
Return maincont;}

/IStep 3: display of adapted content
Public string adgptiveTramg(List < node > nodes, List<block>
navigator{
Stritn htmlcode;
For(int i=0;i< navigator.length;i++)
{ htmlcode = htmlcode +Htmlgeneration(navigator [i])}
For(int k&=0; k< nodeslength; i++)
{ htmlcode = htmlcode +Htmlgeneration(nodes[i])}
Return htmlcode}

I1. Experiment Discussion

1. System Implementation

We use a proxy-based gpproach to implement our system, as
shownin Hg. 6. We design a series of experimentsto verify the
effectiveness of our proposed method. We consder the
judgment of webpage type, the generation of index webpages,
the generation of content webpages, the effectiveness of the
system validation of our proposed agorithm, and acomparison
to other methods. Our adaptive services are deployed on an
Apache sarver, and the proxy server is configured as follows
the CPU is an Intd Pentium (R) Dua E2180 2.00 GHz, the
memory is PDDR2 SDRAM 667 MHz 1.0 GB, the hard disk
is 150 GB with Seagate ST3160815AS, and the operating
system is Microsoft Windows server 2003.

2. Judgment of Webpage Type

We randomly sdlect 1,402 pagesto prove the accuracy of the
dgorithm for judging webpage type. For those 1,402 test
webpages, we firg manudly judge the page type and cregte test
data sts. We design a saries of experiments to verify the
effectiveness of our proposed method. Then, we use an

Terminals

Raw content

° >

«— |
Adapted content Nz " Responses

(/a4

Fig. 6. System architecture.
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Table 1. Accuracy of judgment of webpate type.

. Webpege Corectly | Coredtly  [Webpage
WebCadog| Webste ; | j rtion| type
15 14 9B33% index
Harvard
52 50 96.15% | content
) 18 17 A44% index
Academia MIT
62 61 933% | content
_ 19 18 AT% | index
Cambridge
43 ik 95.35% | content
) 21 20 95.24% index
Microsoft
45 43 9556% | content
23 21 91.30% index
IBM
43 /1 95.35% | content
) 17 15 83.24% index
Busness Lenovo
4 42 9545% | content
] 24 2 91.67% index
busnesssohu
45 /1 91.11% | content
2 20 90.91% index
canon
45 40 838% | content
12 10 8333% index
43 39 90.70% | content
) 12 1 91.67% index
i 45 41 91.11% content
) ) 1 10 90.91% index
Fnance | finencesna
43 39 90.70% | content
14 1 7857% index
dockstar
56 51 91.07% content
16 12 10 8333% index
4 A4 31 9118% | contert
1 9 81.82% index
67.com
43 4 956.35% | content
) 11 9 81.82% index
atsna
) 15 1 73.33% | conteat
Entertainment
- 12 10 83.33% index
! u
23 21 91.30% | content
14 12 85.71% index
ent.sohu
23 21 91.30% | content
) 14 12 85.71% index
nenssna
25 23 9R00% | content
16 14 8750% index
News newssohu
c3) R 9143% | content
) 1 10 9091% index
ifeng
c3) 2 9143% | content
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transformation method

HTC A3366 browser with our
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- Original webpage

— - . -

Fig. 7. Contrast effect diagrams before and after the adaptive
transformation of index webpage. (Screenshots from
WWW.Sina.com.cn.)

dgorithm to judge the page type to determine the page type
automaticadly. The 1,402 test webpages are divided into the

following portd caegories academia, busness, finance
entertainment, and news. Table 1 shows the accurecy of the
judgment of webpage type for each category.

3. Generation of Index Webpages

There are vagt amounts of links and abgiract text in the index
webpages, which are mixed with an abundance of
advertisement and other noise content. On the one hand, this
noise content does not reflect the user’s interest; on the other
hand, this noise content affects the way the user accesses the
information on the page. Therefore, during the adaptive phase,
wefilter out al the noise content. Therefore, users can quickly
access the content they are interested in, and network traffic is
dgnificantly reduced. Taking the Sina websdite for example, as
shown in Fg. 7, the left image shows the effect of the origind
pages in a persond computer with a large screen, the upper
right image is the result with a norma 1E browser usng our
adaptive trandformation method, and the image in the lower
right displaysthe result onthe HTC A3366 mobile smartphone
using our adaptive converson method.
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| E browser with our adaptive
transformation method
Eimnom

Original webpage

HTC A3366 browser with our
adaptive transformation method

Fig. 8. Contrast effect diagrams before and after adaptive
transformation of content webpage. (Screenshots from
http://finance.s na.com.cn/g/20101228/17359175742.sh
tml.)

4. Generation of Content Webpages

For a content-based webpage, the usar’s actud interests
corrdate to the main content block of the webpage; therefore,
blocks irrdevant to the main content do not draw the user’s
dtention. The content enclosed by ablue cirdlein Fig. 8 isthe
main focus of the user. The user has minimd interest in the
materia st off by the red boxes in Fg. 8, s0 such materid is
directly filtered out in the adapted digolay processing phase of
our method. A comparison of the webpages before and efter
adaptive trandformation is shown in Fg. 8. The left image
shows the effect of the origind pages in a persond computer
with alarge screen, the upper right image shows the effect with
a common IE browser udng our adgpted transformation
method, and the lower right image showsthe effect onan HTC
A3366 mobile smartphone using our adaptive transformation
method.

5. Quditative Evauation

For each webpage in our tes s, we retrieve it on both a
desktop browser and a mobile screen, using our content
adaptation service. Displays on both screens are saved asapair
to use as a test case. We conduct an experiment with 30

ETRI Journal, Volume 35, Number 5, October 2013

5%

O Satisfied
M Tolerable
[ Unacceptable

2%

Fig. 9. Users satisfaction survey.

volunteers, who verify the entire package of 200 test cases The
volunteers are juniors & Centra China Normd University, dl
of whom have the habit of accessing the Internet via mobile
devices and PCs. We provide dl volunteers with an HTC
A3366 mobile smartphone with a screen size of 3.2 inches. A
tutorid is given to the sudents prior to the experiment. For
each test case, a student volunteer is asked to compare the
origind dektop screen shot and the adagpted mobile
gnartphone screen shot and rate the adaptation performance
according to the following levds stisfactory, tolerable, and
unacceptable. For each levd, the volunteer is asked to judify
hisher rating in detail. In thisway, we ensure that their reting is
religble.

The digtinguishing characteridtics of the three leves are as
follows.

« Sdtifactory: Thislevd impliesthat the student considersthe
outcome of webpage adgptetion to be satisfactory. The
participant can obtain the desired information and content
quickly usng the mobile smartphone Compared to
ordinary PC browsng, it does not cause any discomfort for
the user.

« Tolerable: This leve implies tha the student considers the
outcome of the webpage adaptation to be acceptable; the
errors are condgdered minor and do not hinder the sudent’s
overd| underganding of the page. Compared to ordinary
PC browsing, the user feds that there are some differences
but that they are negligible.

« Unacceptable This level implies that the student considers
the adapted digplay to be dgnificantly different from the
origind webpage and even confusing. The student cannot
access the wanted informetion and content using the mobile
smartphone. Compared to ordinary PC browsing, the user
fedsitisunsuitable.

The reaults of the questionnaire show that mogt testers find
our adaptive converson system to be satisfactory. Asshown in
Fig. 9, the volunteers rate the system as follows 72% of the
volunteers are satisfied with the adaptation, 23% of the
volunteers find the adaptation tolerable, and 5% of the
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Table 2. Satigtics of conversion accuracy.

1000

828820
Number of pages 800 10
M s trar/?s‘?rrrﬁon tra:ﬁmgr:aaiim pe 600 = WsF
snacom | 116 112 4 96.55% a0 270 " VIPS
jicomen | 98 92 6 93.88% 200 ﬁz L7 60 DOM-BASED
ifeng.com 107 98 9 91.5% ok ‘ ‘
163.c0m 107 o8 9 91.59% Satisfied Tolerable  Unaccepted
sohu.com 103 A 9 91.26% Fig. 10. Comparisons with other content extraction methods.
gg.com 103 R 1 89.32%
huangiu.com 63 55 8 87.30%
xinhuanet.com a3 80 13 86.02% Table 3. Execution time compaisons before and after adaptive
chinanews | 88 75 13 85.23% transformation
hexun.com 98 80 18 81.63% No, | Webrpage Execution time (seconds) Savedtime
caixun.com 73 62 1n 81.93% type Sourcewebpage | After transformation|  ration
xinmin.cn 71 0 71 0.00% 1 | Content 118 171 8551%
Sum 1120 938 182 83.75% 2 | Content 123 186 84.88%
3 | Content 134 195 85.45%
4 | Content 128 192 85.00%
volunteers are dissatisfied with thereaults. 5 Index P8 182 94.45%
7 Index 356 162 95.45%
6. Quantitative Evauation 8 Index 334 174 U.79%
To verify the accuracy of the dgorithm, we sdect 1,120 | 9 | Index 87.9 169 95.54%

webhpages as an experiment data set and choose 30 juniors as
our test volunteers. Using manud obsarvation to determine the
content of the pages, acomparison to the results of our adaptive
conversion method ismade.

« Case 1. The result from manua observetion is identica to
the result of the conversion.
e Caxe2.
[Manual observation of result — Automatic transformation of result|
Manual observation of result
« Case 3. A program error occurs.

<5%

Correct transformed number of pages
Total number of pages

Accuracy =

©)

In Cases 1 and 2, the conversion is accurate. In Case 3, as
wdl as in other cases not mentioned, an eror occurs.
According to the experiment results shown in Table 2, we
find that the accuracy of the dgorithm for some sitesisup to
96%, while the average accuracy of al samples is 83.75%.
We dso note that the accuracy rateis zero for someindividua
dtes, such asxinmin.cn. A daigtica analyss showsthat such
sites are congtituted by a large number of pictures and lack
textud information, so our method is not gpplicable for these
websites.
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7. Comparison with Other Methods of Web Content
Extraction

For webpage content extraction, VIPS [14] and DOM-based
[15] dgorithms are compared with our method based on WSFs.
Our expearimentd data sat consds of the data presented in
subsection 111.6, with the exception of xinmin.cn. Smilarly, we
choose 30 juniors as our test volunteers. Using manud
observation and auto transformation by different methods, we
obtain the experiment results shown in Fg. 10. These results
show thet the performance of our WSHbased method matches
thet of the VIPS method but exceeds thet of the DOM-based
method.

8. System Execution Time Comparison

The system execution timeis caculated asfollows:
Ty=Tc* Toooess t1s ()
where T;.denotes the delay of users connected to the proxy, 7
represents the dday of the application connected to the remote
server, and Tyoees iS the application processing time. From (7),
we can eadly extract that 7 and 75 are effected by the network,
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compared With Ty 7 ad T canignore. Therefore, we only
took account iN Tiygess iN OUr experiment. In our experiments,
under the GPRS network environment and the 10-kbps
bandwidth, we use four index webpages and four content
webpages, respectively, by mobile terminds, before and after
adaptive transformation. The experiment results show theat the
time saved by usersis more than 84% (see Table 3).

IV. Concluson

This paper presented an adaptive transformation method
based on webpage semarntic features to solve the problem
amdl-screen mobile terminas have in acoessing existing Web
resources designed for large-screen persond  computers.
According to the text dendty and link density features of the
webpage, we extracted the main content of the webpage viaa
content-based webpage transformeation agorithm and an index-
basad webpage transformeation agorithm, dlowing the mobile
terminds to adaptively access Internet services. Experiments
showed that our method is not dependent on specific software
and webpage templates, and it can effectively enhance Web
content adgptation on smdl-screen terminds. In future work,
we must improve the accuracy of the page type judgment
dgorithm and handle webpages whose man contents are
pictures and videos as well as handle the interactive functions

of webpages.
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