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Optical burst switching is a promising switching 
paradigm for the next IP-over-optical network backbones. 
However, its burst loss performance is greatly affected by 
burst contention. Several methods have been proposed to 
address this problem, some of them requiring the network 
to be flooded by frequent state dissemination signaling 
messages. In this work, we present a traffic engineering 
approach for path selection with the objective of 
minimizing contention using only topological information. 
The main idea is to balance the traffic across the network 
to reduce congestion without incurring link state 
dissemination protocol penalties. We propose and evaluate 
two path selection strategies that clearly outperform 
shortest path routing. The proposed path selection 
strategies can be used in combination with other 
contention resolution methods to achieve higher levels of 
performance and support the network reaching stability 
when it is pushed under stringent working conditions. 
Results show that the network connectivity is an 
important parameter to consider. 
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I. Introduction 

Optical burst switching (OBS) [1], [2] has emerged as a 
switching paradigm for the core of IP over optical networks. 
OBS avoids the inefficient resource utilization of optical circuit 
switching (OCS) and the requirements of buffers, optical logic 
processing, and the synchronization problems of optical packet 
switching (OPS).  

In OBS the basic transport unit is the burst, an aggregate 
message that can be considered as an optical “super packet” 
containing multiple IP packets going to the same egress node 
and (if used) grouped by some quality of service (QoS) criteria. 
Bursts are assembled at the ingress nodes and their 
transmission is preceded by dedicated setup messages, one for 
each burst, transmitted on a dedicated control channel with the 
purpose of reserving bandwidth along the path for the 
upcoming data bursts. Based on the information carried by the 
setup messages, the intermediate nodes reserve switching 
resources along a pre-configured path, providing an optical 
channel through which data bursts can be transmitted from 
source to final destination after an adequate delay without any 
optical-electrical-optical (OEO) conversion [2], [3]. 

However, like other switching paradigms, OBS does not 
perform well in overloaded scenarios and can present low 
reliability. It generally uses one-way reservation protocols in 
which data bursts are transmitted without confirmation that 
resources along the path will be successfully reserved, which 
leads to an end-to-end transparent connection. Therefore, 
whenever the number of simultaneous reservation attempts 
exceeds the number of available resources, some fail. 
Consequently, due to the lack of sophisticated optical buffers, 
this result in burst loss. Burst loss degrades the global OBS 
performance since dropping leads to rescheduling of lost data 
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and to the holding of the network resources used for data burst 
transmission from the source node until the dropping point. 

Considerable effort has been devoted to the study of different 
methods to handle contention, including burst scheduling, 
optical buffering, burst segmentation, wavelength conversion, 
and deflection routing [4], [5]. These are mainly reactive 
mechanisms driven by burst contention and requiring extra 
hardware and/or software components at each core-node, 
significantly increasing their cost and complexity, leading to 
scalability impairments. A simple and cost efficient solution is 
to deploy contention mechanisms at the edge nodes. This 
approach has been followed in methods which use burst 
assembly mechanisms [6]-[8] or path selection and wavelength 
assignment [9]-[11] and methods which balance the traffic load 
between alternate paths [12]-[16]. 

Path selection mechanisms at the ingress nodes can alleviate 
contention as compared to shortest path routing. The 
comparison of new routing strategies against the shortest path 
is an evaluation method commonly adopted in OBS studies 
because it is usually very difficult to make accurate 
comparisons against the new proposals of other researchers. 
That approach would result, of course, in a very useful work. 
However, the reported performance of path selection strategies 
is, in most cases, evaluated using custom developed 
applications, and some network operating conditions are not 
reported. Therefore it is difficult, sometimes impossible, to 
produce comparative research results [17]. For these reasons, 
the same evaluation against the shortest path is adopted here. 

Although shortest path routing is successfully used in both 
circuit switching and packet switching networks, it does not 
take into consideration the traffic load offered to the network, 
and it often causes certain links to become congested while 
other links remain underutilized [13]. This is highly undesirable 
in bufferless OBS networks since a few highly congested links 
can lead to unacceptably high burst loss for the entire network. 
In [13], a path selection for source routing was obtained using a 
traffic engineering approach aimed at balancing the traffic load 
across the network. Recently, alternate path selection 
mechanisms at the ingress nodes have been explored in some 
studies [15]. In this approach, each ingress node maintains a list 
of alternate paths to each destination ranked according to their 
congestion status. The authors present a suite of path selection 
strategies, each utilizing a different type of information 
regarding the link congestion status. These adaptive and 
dynamic path selection schemes require a link state signaling 
protocol. The efficiency of a solution, characterized in terms of 
burst blocking probability, depends on both the ability of the 
scheme to provide good performance for a given traffic 
scenario characterized by a well known statistics and the 
convergence time of the link state advertisement protocol. The 

convergence of the link state advertisement protocol is of key 
importance for a bursty traffic scenario. 

The strategies proposed here address similar objectives but 
utilize only the mapping of the OBS nodes and their 
interconnections to make the routing decisions from all sources 
to all destinations in a way that congestion in the network is 
minimized. The problem is formulated as an integer linear 
programming (ILP) problem, which is a technique that is 
widely used to address both high-level and system-level 
synthesis [18]. This technique is known to be NP-complete in 
the strong sense; thus, it is characterized as having very high 
computation complexity [19]. However, for the proposals 
under study, optimal or near-optimal solutions can be reached 
in a range between a few tens of seconds and minutes, using 
regular computation power. Taking into account these 
computation times and the infrequent update requests expected 
as a consequence of changes in the OBS backbones whose 
topologies typically last for long time scales, this approach can 
be considered feasible for the real production of OBS networks. 
This can be carried out by means of a management process 
executed during its initial setup phase, either in a centralized 
manner, where routes are computed offline by a central node 
which has knowledge about the global topology and 
downloaded to the nodes when the network is booted, or in a 
distributed manner, if the nodes are equipped with topology 
searching capabilities. 

The routes obtained can be applied as single-path static 
routes and used alone to provide load-balancing without the 
need for resource-update signaling messages regarding the 
congestion status of the network links. Alternatively, they can 
be combined with some other dynamic contention resolution 
schemes (like deflection or segmentation, for example) and 
used occasionally as a default routing option to assume 
whenever the network needs to recover from instability. This 
can particularly be done when the activity of multiple dynamic 
network elements, reacting simultaneously to congestion, may 
result in oscillation between congestion and decongestion states 
on certain links [20]. 

The aim of this paper is to investigate edge-router-based 
routing strategies able to minimize burst contention, for a given 
traffic scenario, using only topological network information. 
We assume that the network operates with source-based 
routing, that is, the ingress edge-node selects a path for a burst 
that enters the network from a set of K previously calculated 
paths. Therefore, the strategy comprises two stages: first, the 
calculation of K eligible paths for each pair of nodes and 
second, the selection of one path from the set of K eligible 
paths for each pair of nodes so that the chosen paths minimize 
the global network contention. For the second stage, two path 
selection strategies to prevent congestion are proposed and 
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evaluated, the first addressing contention on a link basis, and 
the second considering the entire path between source-
destination node pairs. 

The reminder of this paper is organized as follows. Section II 
explains the strategies proposed. In section III, we present the 
simulation model developed for testing. In section IV, the 
performance of the proposed strategies is evaluated. Section V 
concludes the paper with some final remarks. 

II. Contention Avoidance Strategy 

In the following discussion, let G(N,L) be the graph 
representing an OBS network, where N is the set of optical 
switches, taken as nodes, and L is the set of unidirectional fiber 
links. We define a path over which a burst must travel, v, as a 
connected series of directed links, written as v: s(v)→ d(v), from 
source node s(v) to destination node d(v). The set of paths that 
can be used to deliver a burst from source node s to destination 
node d is defined as Vs,d = {v: s(v) → d(v) | s=s(v), d=d(v)}, and 
the set including all Vs,d is defined as V. We also define 1v

lp =  
if link l L∈ is included in v, and v

lp = 0 otherwise. We define 
, ' 1v vq =  if the two paths v and v' share at least one link. A 

demand matrix T can also be considered, where ts,d represents a 
relative load from source node s to destination node d. However, 
we note that the following formulations are independent of the 
details of the demand model, which may include the total or 
average number of demands over a period of time or some 
integer value that reflects the local demand weight over the total 
network demand. 

With the aim of minimizing contention using only 
topological network information, we consider two path 
selection strategies: minimizing the maximum congested link 
(MCL) and minimizing the maximum end-to-end congested 
(MEC) path. These strategies are formulated in two ILP 
problems for which a single path for each pair of nodes must 
be selected. That is, for the overall network, N(N-1) paths must 
be chosen and resources allocated for burst delivery. For both 
strategies, input information includes a set of eligible paths 
which are computed in advance. The optimization problems 
are solved using the ILOG CPLEX [21] optimizer, and the 
results obtained are used to populate the routing tables in order 
to achieve a global contention reduction. 

1. Pre-calculation of Eligible Paths 

To calculate the set of K eligible paths, we propose to 
compute the K shortest paths with less links in common. That 
is, if several paths exist with an equal number of hops, then the 
more non-overlapping ones are chosen. The K shortest paths 

for a specific pair of nodes (s,d) can be computed using the ILP 
optimization discussed next. 

The ILP objective function is written as 
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The objective function has two components. The first 
component accounts for the total number of hops of all K paths, 
where ,s d

kβ denotes the number of hops of the k-th path from 
source node s to destination node d. The second component 
accounts for the total number of links used by the K paths, 
where ,s d

lγ is a binary variable that indicates if link l is used by 
any path from node s to node d. The minimization is subject to 
the following constraints. 
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Fig. 1. Illustrative example of the algorithms. 
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The flow conservation constraint expressed in (2) builds the 
paths using the binary variables ,

,
s d
k lε , which indicate if the k-th 

path from source node s to destination node d uses link l. The 
hop count and link usage constraints determine the values of 

,s d
kβ and ,s d

lγ  which were previously described. Constraints 
(5) to (7) prevent the K paths from being equal, that is, two 
paths must differ at least in one link. Finally, constraints (8) to 
(10) prevent the occurrence of loops in the paths. 

This stage is independent of the next two path selection 
strategies. Also note that, instead of the ILP algorithm proposed 
here to calculate the K most link-disjoint shortest paths, 
heuristic approaches can be used. However, the most common 
heuristics do not fulfill the previously mentioned requirements. 

2. MCL Path Selection Strategy 

This strategy is based on the idea that the more a certain link 
is included in the chosen paths for source-destination pairs, the 
higher its blocking probability can be. This situation is 
represented by the small network of Fig. 1(a), where, 
considering the paths between nodes 0→3, 1→5, 2→3, and 
2→5, the shortest path algorithm can bring an excessive load to 
the link 1−3, leaving other links underutilized. Therefore, paths 
for source-destination pairs should be selected with the 
objective of minimizing the blocking probability of the link 
with the highest expected contention value, denoted by MAXζ . 
This is achieved by the following ILP optimization problem: 

MAXmin ,ζ                  (12) 

subject to 

,
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MAX{0,1},   non-negative integer,:v ζσ ∈      (15) 

where vσ is a binary variable that indicates if path v is used to 
carry bursts from node s(v) to node d(v). Constraint (13) states 
that one path must be found for each pair of nodes, and that 
path must be selected from the corresponding set Vs,d of 
available paths. In constraint (14), where v

lp  is from the 
given pre-selected paths and ts,d is always 1 for a uniform all-to-
all traffic matrix, the expected congestion at a link must not 
exceed MAXζ . With this algorithm, and for the scenario 
previously presented, we can see in Fig. 1(b) that the traffic is 
more evenly distributed, increasing the network utilization to 
avoid the highly congested situation presented in Fig. 1(a). 
However, it should be noted that on this attempt to spread the 
traffic throughout the network some paths can became longer 
(such as 2→3). This observation was the driving force behind 
the next strategy. 

3. MEC Path Selection Strategy 

This strategy is based on the idea that blocking may occur at 
any link traversed by a burst along the path. Therefore, paths 
for source-destination pairs should be selected so that demands 
have the lowest probability of contending with other demands 
at every link from source to destination, minimizing end-to-end 
blocking. This is achieved by the following ILP optimization 
problem, where MAXϕ  denotes the value of the path having 
the highest number of contention: 

MAXmin ,ϕ                  (16) 

subject to 
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where vσ is a binary variable that indicates if v is used to carry  
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Fig. 2. Conceptual view of the simulation model. 
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bursts from node s(v) to node d(v), and , 'v vη is a binary 
variable that indicates if v and v' have both been selected to 
carry bursts and share at least one link. As in the previous 
strategy, (17) states that one path must be found for each pair of 
nodes. Constraint (18) forces , 'v vη to be 1 if v and v' share a 
link and have both been selected to carry bursts. Otherwise, 
due to the minimizing nature of the objective function, 

, 'v vη will be 0. Constraint (19) states that the contending value 
of a source-destination pair must not exceed MAX.ϕ  Still 
considering the scenario of subsection 2, we can observe in Fig. 
1(c) that the longest path 2→3 in Fig. 1(b) no longer exists and 
that this algorithm also tries to maintain the traffic in a 
distributed manner. 

III. Simulation Model 

The simulation model described in this paper involves the 
two working stages conceptually represented in Fig. 2. In the 
first stage, the optimization problem is formulated and solved 
using ILP, and in the second stage, the OBS network 
simulation takes place. After the first stage, whose algorithms 
were presented in the previous section and from which an 
optimized routing solution is produced, the second stage uses 
the OMNeT++ event-driven platform for simulations [22] and 
some programming effort in C++. 

The functional architecture of our OBS model [23] has the 
same characteristics as the one presented in [3], assuming that 
each node can support both the new input traffic generated by 
the client networks and the in transitu traffic passing all- 

Table 1. Network physical parameters. 

Degree 
Network

Num of 
nodes

Num of 
links av stdev 

Physical  
connectivity 

ARPAnet 20 62 3.1 0.45 0.16 

NSFnet 14 42 3.0 0.55 0.23 

Random12 12 42 3.5 0.67 0.32 

COST239 11 52 4.7 0.65 0.47 

 

 

Fig. 3. Adopted OBS architecture. 
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optically from source to final destination. This means that each 
node consists of both an edge router and a core router as shown 
in Fig. 3. The simulation study presented here uses each of the 
following networks: ARPAnet, NSFnet, Random12, and 
COST239. Their topologies and main physical parameters are 
presented in Fig. 4 and Table 1, where the average degree is 
considered the average number of physical connections per 
node, and the physical connectivity is defined as the 
normalized number of bidirectional links with respect to a 
physically fully connected network of the same size [24]. The 
nodes are connected by links representing optical fibers with 
the same characteristics, having 16 wavelengths per link with a 
transmission capacity of 10 gigabits per second (per 
wavelength). 

The adopted traffic pattern is based on bursts assuming a 
Poisson arrival pattern with a threshold-based assembly 
method, generating messages that are 100×103 bytes. The 
bursts are forwarded through the core backbone reproducing 
the relevant actions of the just-enough-time (JET) [2] signaling 
scheme. The control information processing time is assumed to 
be 10 μs per core node, although other values from 12.5 μs to  
1 μs could be adopted depending on the technology in place 
(current state-of-art or foreseeable in the near future). 

The model employs source routing in which a complete 
routing decision is taken at the ingress edge node. Like the 
approach adopted in [13] and [15], the path over which the 
burst must travel is carried by the setup message that precedes 
the transmission of each data burst and is not modified by  



36   Alvaro L. Barradas et al. ETRI Journal, Volume 31, Number 1, February 2009 

 

Fig. 4. Network topologies under test. 
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downstream nodes. Here, the adopted path is fetched from the 
edge node’s routing tables previously populated by the results 
of the path selection strategies discussed in section II. The core 
nodes do not employ any buffering in the data path and they do 
not use deflection routing, but we assume that the nodes are 
capable of performing a full wavelength conversion. Thus, a 
burst is blocked only if there are no free wavelengths available 
to accomplish the next hop on a predetermined path to a certain 
destination. If scheduling fails, the burst is simply dropped and 
no further contention resolution method is adopted. Together 
with the network topology description, the OBS simulation 
model, which is essentially composed of OBS capable nodes 
interconnected by optical fibers, is based on two main 
compound modules, namely, edge node and core node 
modules. These modules will be presented from the functional 
point of view in the next subsections. 

1. Edge Node 

Edge nodes connect multiple subnetworks running on top of 
legacy link layer protocols to the OBS network. They can be 
considered either ingress or egress nodes. When acting as 
ingress nodes, edge nodes are responsible for aggregating the 
incoming packets into bursts, for taking the initial (and here 
also permanent) routing decision, and for scheduling the bursts 
for transmission on outgoing channels. When acting as egress 
nodes, they perform the inverse operation; that is, they are 
responsible for disassembling bursts back into packets and for 
sending them to upper layers for processing. In our model, we 
assume the burst as the basic transport unit of interest. Hence, 
the issue of the packet aggregation policies is beyond the scope 
in this paper. It is worth noting that the traffic generator 
developed here is already a burst generator, generating 
messages based on a Poisson process with a symmetric all-to-
all traffic matrix. Thus, whenever a Poisson process timer 
expires, a new burst is generated, a destination address is 
chosen at random between all other nodes in the network, a 

 

Fig. 5. Screenshot of the OBS simulation model (simplified 
version with (a) edge node and (b) core node using only 
3 wavelengths).  

 
route to the destination node is taken from the source node’s 
optimized routing table, and an initial wavelength is selected 
among the free ones. Note that source-based routing decision is 
our first way of addressing contentions with an a priori action 
on the network space domain. The burst, together with all its 
relevant information, is then retained in a system queue 
organized by destination address, and the signaling process 
starts with the sending of a burst control packet (BCP) on the 
appropriate dedicated channel. The BCP is always transmitted 
before the corresponding burst and separated from it by an 
adequate offset time. The model calculates this offset time in 
order to allow the BCP to be processed at each subsequent 
node before the burst arrival and in such a way that an optical 
path can be properly reserved for burst delivery. 

A simplified version of the internal structure of the edge node 
is shown in Fig. 5(a), and its functionality is implemented by 
the following submodules. 

RoutingTable holds the routing information of the node and 
all the related protected and public functions. The routing 
information comprises complete paths from source to 
destination extracted from the solution of the optimization 
problem previously presented, and stored into STL vectors 
loaded during the initialization phase of the simulation. The 
module takes two parameters: the path selection strategy (SP, 
MCL, or MEC) and the number of routes to be considered to 
each source destination pair. 

BurstGen is responsible for the traffic that each node 
generates. This traffic represents already aggregated IP packets 
assembled into burst units on the access network. The traffic 
pattern and the loading factor are among the relevant 
parameters of this submodule. 

Dispatcher initiates the signaling process and manages a 
system of queues where bursts are retained for a certain offset 
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time. The offset time is calculated based on the delays 
introduced by the core nodes on the downstream and the 
number of hops on that path. 

EdgeChSched is the output port driver of the edge node. 
This submodule transmits BCPs and bursts to the core 
backbone after finding a free wavelength. The number of 
available wavelengths and the presence of devices with 
wavelength conversion capability are among the relevant 
parameters of this submodule of the access network. 

InEdgePortDrv receives BCPs and bursts from the core 
backbone. It is the signaling end point, establishing the 
locations from which the BCP related statistics are obtained 
and from which data bursts are forwarded to be disassembled. 

BurstSink is the submodule that receives the data bursts and 
collects some data burst related statistics. This submodule 
represents the place where bursts are disassembled back into IP 
packets. 

2. Core Node 

Core nodes are responsible for processing BCP signaling 
messages, for switching the bursts from an input to an output 
port without OEO conversion, and for handling contentions. 
Signaling in OBS is typically implemented using one out-of-
band channel, meaning that BCPs are transmitted on a different 
wavelength from the group of wavelengths used to transmit 
data bursts. This model uses λ0 for the transmission of BCPs. 
Several signaling schemes have been proposed for burst 
scheduling but just-in-time (JIT) and JET are two of the most 
popular protocols using distributed signaling on OBS. These 
are both one-way and source-initiated signaling schemes, 
which means that the bursts are sent to the core network 
without waiting for acknowledgments regarding the success or 
failure of the reservation attempts. Although they are closely 
related, they differ in the duration of the reservations. The JIT 
protocol uses immediate reservation with the data channel 
being reserved as soon as the BCP reaches the node, while JET 
delays the channel reservation until the burst arrival. This 
technique, together with the implicit release, makes JET more 
efficient than JIT regarding bandwidth utilization, resulting in 
lower blocking rates and low end-to-end delay [5]. For these 
reasons our model runs under a JET-type behavior scheme, but 
it can easily be converted to JIT-type behavior. 

Together with burst forwarding without leaving the optical 
domain, core nodes are also responsible for taking contention 
resolution actions. Contention occurs when multiple bursts 
from different sources are destined for the same output port at 
the same time [25]. In addition to the initial path selection 
strategies adopted on the edge nodes, in handling burst 
contentions, the core nodes are assumed by default to be 

equipped with devices having full wavelength conversion 
capability. This means that no end-to-end wavelength 
continuity constraint exists, and that any incoming wavelength 
can be shifted to any outgoing wavelength. As a result, only if 
there is no wavelength available on the output port the burst 
will be dropped without any further contention resolution 
action. 

The internal structure of the core node is illustrated in Fig. 
5(b) with a simplified configuration. Its functions are 
implemented by the following submodules. 

InCorePortDrv is the entry point of the core backbone. It is 
an input port driver that receives both BCPs and bursts from 
the access network and forwards them, after an increment in 
the number of hops counter, to the proper switch unit. This 
submodule is also the place from which information related to 
the node demands is obtained. 

SwitchUnit is the submodule where switching takes place 
and the incoming BCPs and data bursts are directed to the 
proper output ports towards their next hops. Although for data 
bursts this is done in the optical domain, for BCPs OEO 
conversion is involved. This submodule holds an internal 
switching table, which is loaded during the initialization phase 
of the simulation and is stored in an STL map, which relates 
the target address with its correspondent gate identification. 
The BCP processing delay and the number of ports are among 
its most important parameters. 

CoreChSched is the output port driver of the core node. 
This submodule forwards BCPs and bursts to the next core 
node of the backbone or to the local edge (egress) node of the 
current core node. In doing this, it schedules bursts in the order 
of their arrival [26] and tries to find a free wavelength by 
checking an availability word of flags implemented through the 
use of an STL bit set. This is also the place where contention 
for output resources occurs and the number of drops is 
obtained. The total number of wavelengths and the presence of 
wavelength converters are among the relevant parameters of 
this submodule. 

IV. Evaluation 

In this section, we provide simulation results and compare 
the performance of our proposed path selection schemes with 
the shortest path approach. For all the four networks 
represented in Fig. 4, simulations were done under similar 
conditions with regard to the total number of bursts generated 
per source node (1×106), arrival pattern, traffic load variation, 
and the number of shortest paths (per pair of nodes) being 
provided to the path selection strategies (assuming k=2, k=3, 
and k=4). Figure 6 presents the average number of burst drops 
for all the loads considered and for the different path selection 
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Fig. 6. Normalized burst loss on the OBS backbone (K2, K3, and
K4 denote the number of eligible SPs provided to MCL
and MEC. The star indicates the best result for the
network). 
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Table 2. Average number of hops. 

SP MCL MEC 
Network 

av stdev av stdev av stdev

ARPAnet 2.71 1.14 2.76 1.18 2.80 1.21 

NSFnet 2.13 0.75 2.32 0.93 2.17 0.79 

Random12 1.92 0.73 2.02 0.78 1.92 0.73 

COST239 1.56 0.55 1.65 0.57 1.59 0.56 

 

schemes. The values are normalized to the number of bursts 
that enter the network. As the figure shows, in the majority of 
the cases, the proposed algorithms behave better than the 
shortest path (SP). From the 24 simulations done using MCL 
or MEC routing paths, 20 present lower than average dropping 
values, the best of which are highlighted with a star. From these 
results, it is also possible to conclude that, generally, when K 
increases, there is a certain degradation of performance, 
indicating that the algorithms do not benefit from the 
alternative paths given as input. This means that when longer 
paths are adopted, this can become a disadvantage resulting in 
less gain. This was expected since burst scheduling is required 
at each intermediate node, and the longer paths determined by 
higher values of K also correspond to a greater possibility of 
contention. The statistical values of Table 2 support this 
conclusion where, for instance, network topologies with lower  

Table 3. Average end-to-end delay (ms). 

SP MCL MEC 
Network

av stdev av Stdev av stdev

ARPAnet 10.93 0.0046 11.16 0.0047 11.33 0.0049

NSFnet 8.70 0.0045 9.00 0.0047 8.71 0.0046

Random12 7.78 0.0029 8.19 0.0031 7.79 0.0029

COST239 6.35 0.0022 6.68 0.0023 6.46 0.0022

 

connectivity present higher numbers of average hops and 
higher standard deviations when compared with the more 
connected ones. The exception to this is the case of the 
COST239 network under the MCL with k=4. This is probably 
because its high connectivity makes it possible to obtain 
alternative paths with a similar number of hops. 

Similar features are found when we observe the simulated 
end-to-end delay values presented in Table 3. Since queuing is 
restricted to the edge nodes, burst transfer in these bufferless 
networks is predominantly determined by propagation, which 
is fixed for a path. These results show that the increase in delay 
resultant from the alternative paths is minimal and does not 
compromise the improvements obtained from the proposed 
strategies. 

The best results were obtained with each algorithm for each 
network as follows: for ARPAnet, MCL with k=2 and MEC 
with k=2; for NSFnet, MCL with k=3 and MEC with k=2; for 
Random12, MCL with k=2 and MEC with k=2; and for 
COST239, MCL with k=4 and MEC with k=2. The following 
evaluation will compare these best cases with the shortest path 
approach. In each of the 28 simulations performed, 15 runs 
were executed with gradually increasing traffic loads, ranging 
from 0.3 to 0.95 (Erlangs) in steps of 0.05.  

Figures 8 to 11 present the results of these runs, plotting the  
 

 

Fig. 8. Proposed schemes versus SP for ARPAnet. 
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Fig. 9. Proposed schemes versus SP for NSFnet. 
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Fig. 10. Proposed schemes versus SP for Random12. 
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Fig. 11. Proposed schemes versus SP for COST239. 
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normalized burst loss against the average load. From these 
graphics it is possible to see that the SP curves are in agreement 
with the ones generally presented in literature [13] and that the 
values of burst loss for MCL and MEC are always lower than 
those for SP routing. Moreover, the burst loss improvement  

 

Fig. 12. Gain in burst loss reduction. 
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increases for both MCL and MEC from Fig. 8 to Fig. 11. 
Considering that these graphics are presented in ascending 
order of physical connectivity and the same amount of traffic is 
being generated at each node with the same arrival pattern, we 
assume that the gain of the proposed algorithms is also related 
to the way links are connected in OBS networks. This effect 
corroborates the work presented in [27]. This means that MCL 
and MEC are more efficient in highly connected networks, and 
this explains why they provide better results for the COST239 
topology than for the ARPAnet topology. The gain of these 
algorithms is graphically presented in Fig. 12, where the 
reduction in burst dropping is easily seen, showing that the 
MCL and MEC routings clearly outperform the results 
achieved with the SP. 

V. Conclusion 

In this paper, we considered the problem of routing path 
selection in OBS networks to minimize the overall burst loss. 
We took a traffic engineering approach which substantially 
reduces contention using only topological information. We 
demonstrated that data burst loss can be minimized by 
appropriately choosing the paths that bursts must follow. That 
is, an effective choice of paths can lead to an overall network 
performance improvement. Although the resolution of an ILP 
problem is involved in the process, since eligible paths are 
provided as input for the path selection strategies, the solutions 
can be promptly reached, meaning that they can admit updates 
if bounded by the reconfiguration requirements of the optical 
backbones, whose topologies typically last for long time scales. 
Our results also show that the achieved performance 
improvement depends on the physical connectivity of the 
network. More highly connected networks show better 
performance. This happens because the proposed algorithms 
take advantage of more, short, alternative paths. Our approach 
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achieves an initial stage of improved performance, measured in 
terms of burst loss reduction without incurring state 
dissemination protocol penalties. However, it should be noted 
that other contention avoidance strategies, including dynamic 
resolution schemes, can be combined with this offline load 
balancing methodology. 

References 

[1] C. Qiao and M. Yoo, “Optical Burst Switching (OBS): A New 
Paradigm for an Optical Internet,” Journal of High Speed 
Networks, vol. 8, no. 1, 1999, pp. 69-84. 

[2] Y. Chen, C. Qiao, and X. Yu, “Optical Burst Switching: A New 
Area in Optical Networking Research,” IEEE Network, vol. 18, 
2004, pp. 16-23. 

[3] Y. Xiong, M. Vandenhoute, and H. Cankaya, “Control 
Architecture in Optical Burst-Switched WDM Networks,” IEEE 
J. Selected Areas in Communications, vol. 18, 2000, pp. 1838-
1851. 

[4] J. Li and C. Qiao, “Recent Progress in the Scheduling Algorithms 
in Optical-Burst-Switched Networks,” OSA Journal of Optical 
Networking, vol. 3, 2004, pp. 229-241. 

[5] J.P. Jue and V.M. Vokkarane, Optical Burst Switched Networks, 
Springer, 2005. 

[6] V. Vokkarane et al., “Generalized Burst Assembly and 
Scheduling Techniques for QoS Support in Optical Burst-
Switched Networks,” Proc. IEEE Global Telecommunications 
Conference, GLOBECOM, vol. 3, 2002, pp. 2747-2751. 

[7] V.M. Vokkarane and J.P. Jue, “Prioritized Burst Segmentation 
and Composite Burst-Assembly Techniques for QoS Support in 
Optical Burst-Switched Networks,” IEEE J. Selected Areas in 
Communications, vol. 21, 2003, pp. 1198-1209. 

[8] M. Jin and O.W. Yang, “Provision of Differentiated Performance 
in Optical Burst Switching Networks Based on Burst Assembly 
Processes,” Elsevier Computer Communications, vol. 30, 2007, 
pp. 3449-3459. 

[9] S. Ganguly et al., “Multi-path Adaptive Optical Burst 
Forwarding,” Proc. IEEE Workshop on High Performance 
Switching and Routing (HPSR), 2004, pp. 180-185. 

[10] Q. Zhang et al., “Absolute QoS Differentiation in Optical Burst-
Switched Networks,” IEEE J. Selected Areas in Communications, 
vol. 22, 2004, pp. 1781-1795. 

[11] J. Teng and G.N. Rouskas, “Wavelength Selection in OBS 
Networks Using Traffic Engineering and Priority-Based 
Concepts,” IEEE J. Selected Areas in Communications, vol. 23, 
2005, pp. 1658-1669. 

[12] J. Zhang et al., “Pre-planned Global Rerouting for Fault 
Management in Labeled Optical Burst-Switched WDM 
Networks,” Proc. IEEE Global Telecommunications Conference, 
GLOBECOM, vol. 3, 2004, pp. 2004-2008. 

[13] J. Teng and G.N. Rouskas, “Traffic Engeneering Approach to 
Path Selection in Optical Burst Switching Networks,” OSA 
Journal of Optical Networking, vol. 4, 2005, pp. 759-777. 

[14] J. Li, G. Mohan, and K. Chua, “Dynamic Load Balancing in IP-
over-WDM Optical Burst Switching Networks,” IEEE 
Computer Networks, vol. 47, 2005, pp. 393-408. 

[15] L. Yang and G.N. Rouskas, “Adaptive Path Selection in OBS 
Networks,” IEEE J. Lightwave Technology, vol. 24, 2006, pp. 
3002-3011. 

[16] M.A. Gonzalez-Ortega et al., “Performance Analysis of Adaptive 
Multipath Load Balancing in WDM-LOBS Networks,” IEEE 
Computer Communications, vol. 30, 2007, pp. 3460-3470. 

[17] P. Lenkiewick et al., “Estimating Network Offered Load for 
Optical Burst Switching Networks,” LNCS, vol. 3976, 2006, pp. 
1062-1073. 

[18] A. Mignotte and O. Peyran, “Reducing the Complexity of ILP 
Formulations for Synthesis,” Proc. 10th Int. Symp. System 
Synthesis, 1997, pp. 58-64. 

[19] M.R. Garey and D.S. Johnson, Computers and Intractability: A 
Guide to the Theory of NP-Completeness, W.H. Freeman and 
Company, 1979. 

[20] G.P.V. Thodime, V.M. Vokkarane, and J.P. Jue, “Dynamic 
Congestion-Based Load Balanced Routing in Optical Burst-
Switched Networks,” Proc. IEEE Global Telecommunications 
Conference, GLOBECOM, 2003, vol. 5, pp. 2628-2632. 

[21] ILOG CPLEX, An advanced mathematical programming and 
constraint-based optimization engine (http://www.ilog.com).  

[22] A. Varga and R. Hornig, “An Overview of the OMNeT++ 
Simulation Environment,” First Int. Conf. on Simulation Tools 
and Techniques for Communications, Networks and Systems – 
Simutools, 2008, p. 7544. 

[23] A.L. Barradas and M.C.R. Medeiros, “An OMNeT++ Model for 
the Evaluation of OBS Routing Strategies,” OMNeT++ 
Workshop on SIMUTools, 2008, p. 3017. 

[24] S. Baroni and P. Bayvel, “Wavelength Requirements in 
Arbitrarily Connected Wavelength-Routed Optical Networks,” 
IEEE J. Lightwave Technology, vol. 15, 1997, pp. 242-251. 

[25] K.C. Chua et al., Quality of Service in Optical Burst Switched 
Networks, Springer, 2007. 

[26] M.H. Phung et al., “On Ordered Scheduling for Optical Burst 
Switching,” Computer Networks, vol. 48, no. 6, 2005, pp. 891-
909. 

[27] J.P.C. Rodrigues, M.M. Freire, and P. Lorenz, “Performance 
Implications of Nodal Degree for Optical Burst Switching Mesh 
Networks Using Signaling Protocols with One-Way Reservation 
Schemes,” LNCS, vol. 3391, 2005, pp. 352-361. 

 
 
 

 



ETRI Journal, Volume 31, Number 1, February 2009 Alvaro L. Barradas et al.   41 

Alvaro L. Barradas received his MSc in 
computer science from the University of Algarve, 
Portugal, in 2004. Currently he is an assistant 
lecturer at the Faculty of Science and Technology 
and a PhD student in the Center for Electronic, 
Optoelectronic and Telecommunications 
(CEOT) at the University of Algarve. His 

research area focuses on the provisioning of QoS improvement 
mechanisms for optical burst switching (OBS) networks based on 
contention avoidance schemes. His present research interests also include 
other optical network switching paradigms (OCS, OPS), their related 
communication protocols, and the object oriented approach to the 
simulation of communications systems. His previous professional 
experience includes two years of work as a programmer/analyst for a 
large computer science and telecommunications consulting company, 
doing system test at the telecommunications branch. Mr. Barradas is also 
a CCNA instructor at the local Cisco Academy. 

 
Maria do Carmo R. Medeiros obtained the 
BSc in electronics engineering from the 
University of Aveiro, Portugal, and the MSc and 
the PhD, both in electronic engineering, from the 
University of Wales. Presently she is an auxiliary 
professor in telecommunications for the Faculty 
of Science and Technology at the University of 

Algarve, Portugal. She previously worked as a researcher at the 
University of Wales, U.K. Her research interests include modeling and 
optimization of optical WDM networks and radio over fiber techniques 
for access networks. She has acted as a reviewer of the IEEE Journal of 
Lightwave Technology, IEEE Photonics Technology Letters, IEE 
Electronics Letters, ETRI Journal, and OSA Journal of Optical 
Networking. She has been the leader of several research projects, 
including the RoFnet project. Professor Medeiros is the leader of the 
Center of Electronics Optoelectronics and Telecommunications (CEOT).  

 
 


	I. Introduction
	II. Contention Avoidance Strategy
	III. Simulation Model
	IV. Evaluation
	V. Conclusion
	References

