Beamforming for Downlink Multiuser MIMO
Time-Varying Channels Based on Generalized
Eigenvector Perturbation

A beam design method based on signal-to-leakage-plus-
noise ratio (SLNR) has been recently proposed as an
effective scheme for multiuser multiple-input multiple-
output downlink channds. It is shown that its solution,
which maximizes the SLNR at a tranamitter, can be
dmply obtained by the generalized egenvectors
corresponding to the dominant generalized eigenvalues of
a pair of covariance matrices of a desred sgnal and
interference leakage plus noise. Under timevarying
channds, however, generalized eigendecompodtion is
required at each time step to design the optimal beam, and
itslevel of complexity istoo high to implement in practical
sysems. To overcome this problem, a predictive beam
design method updating the beams according to channd
variation is proposed. To this end, the perturbed
generalized eigenvectors, which can be obtained by a
perturbation theory without any iteration, are used. The
performance of the method in terms of SLNR is analyzed
and verified usng numerical results.

Keywords MU-MIMO, downlink, beamforming,
generalized egendecompostion, perturbation theory,
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|. Introduction

Beamforming for amultiuser multiple-input multiple-output
(MU-MIMO) downlink tranamisson has been adopted in
IEEE 802.11ac wirdess locd area network and 3GPP long-
term evolution (LTE) systems for a base station (BS) to sarve
multiple mobile gaions (MSs) with the same frequency and
time resources. While single-user MIMO (SU-MIMO) serves
only one MS with an exclusvely assgned frequency and time
dots usng multiple antennas on the transmit sde and the
recaive side, that is, point-to-point MIMO trangmisson, a BS
can design beams that avoid interference legkage to undesired
MSs and smultaneoudy support multiple MSs in the same
frequency band in MU-MIMO downlink systems. When the
number of antennas at an MSislimited by a spatid condtraint,
an MU-MIMO downlink transmission can improve the sysem
throughput by deploying multiple antennas at a BS. To achieve
this throughput gain, the interference caused by atransmission
to multiple destinations should be properly controlled. Hence,
the throughput of an MU-MIMO downlink dominantly
depends on the beamforming scheme.

For the case in which a tranamitter and the receivers can
obtain perfect channd date information (CSl), it iswdl known
that the dirty paper coding (DPC) scheme, which precancds
interference from atranamitter, isan optima schemeto achieve
the capacity of MIMO broadcagting channds [1]-[5]. In spite
of its optimdity, DPC is hard to implement precticdly, owing
to the computationa complexity of such a nonlinear approach.
Degpite peaformance loss severd liner beamforming
gpproacheswereintroducedin [6], [ 7] to reduce the complexity.
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The smplest scheme for designing an MU-MIMO downlink
beamformer is a zeroforcing (ZF) method, which can
diminate inteference leskage to undesired receivers
completdy with peafect CSl. This ZF gpproach is the best
beam design method in a noise-free environment. When the
noise is greater than a certain levd, we can rdax the zero
interference condraint and increese the desired signa power.
Thisisavery smilar approach to that used in modifying a ZF
recaiver design into a minimum mean square error (MMSE)
design. Such rdaxation is incuded in [7] under the name
“regulated ZF" In [§], the authors proposed a beam design
scheme based on dgnd-to-leskage-plusnoise ratio (SLNR),
snce it can be consdered tha SLNR is a very smilar
performance meesure on the tranamit Sde with sgnd-to-
interference-plus-noise ratio (SINR) on the receiver side. It has
been shown that a beamforming method based on SLNR
peforms better than a smple ZF approach. The optimd
solution maximizing the SLNR is given by the generdized
eigenvectors asociated with the dominant generdized
eigenvaues of a par of covariance matrices of the desired
sgnd and interference leskage plus noise.

In quas-getic channd conditions, beam matrices obtained at
the beginning of a tranamisson can be usad during the whole
trangmisson period. When the channds vary over time even in
one packet, however, the beams should be recd culated to avoid a
performanceloss Thelevd of complexity involved in designing
beams a each time gep is too high for such beams to be
implemerted since the optimd solution is obtaned by
generdized eigendecompostion implemented with an iterative
dgorithm. Therefore, usng a noniterative beam  updating
dgorithm is conddeed a ressonable trade-off between
complexity and peformance To devdop a noniteraive
dgorithm for the MU-MIMO downlink beam dedgn, a
perturbation theory for a generdized eigenvector is employed
snce it caculates a perturbed generdized egenvector with the
origind unperturbed generdlized egenvaues and corresponding
agenvectorsaswdl asapair of perturbed objective matrices

The proposed design method is a mixture of generdized
eigendecomposition seps and updating steps with a
predetermined updating depth. At the last symbol time of the
previous uplink phase, we obtain the full egenvaues and
eigenvectors with channd matrices. For the downlink
transmisson, the beams are cdculated usng a peturbation
approach with the previous eigenvdues and eigenvectors
obtained in the previous generdized e gendecompostion step
aswadl aschannd varigtion information.

Additiondly, we andlyze the performance of the proposed
dgorithm usng perturbed eigenvaues and an autoregressive
(AR) channd modd. Through numerica results, we verify the
analysis and show the effectiveness of the proposed agorithm.
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In this paper, we make use of dandard notationd
conventions. Vectors and matrices are written in boldface with
matricesin capitas. All vectors are column vectors. For A, A7
and A” indicate its transpose and Hermitian transpose,
respectively. For scalar a, ¢ denotes the complex conjugate.
The trace of A is represented by 7i-(A). The matrices 0 and |
ae respectively the dl-zero and identity matrices of an
appropriate Sze. The notation x~CN(, X) indicates that X isa
complex Gaussan random vector with mean vector u and
covariance matrix X. Moreover, E(+) denotes the expectation.
Foraand A, ||la] and ||A]| stand for the vector norm and matrix
2-norm, respectivaly. A varigble with a dot over it indicates a
firgt-order derivative.

This paper is organized as follows. The sysem modd and
beamforming methods based on SLNR are introduced in
section 1. In sections [l and 1V, we describe the channd
predicion and a perturbation theory of a generdized
eigenvector, respectively. The proposed beam design agorithm
and an andysis of the SLNR are discussed in sections V and
VI. Next, numerica results are shown in section VII. Findly,
we offer some concluding remarksin section V111

I1. System Modd and Beamforming Based on SLNR

We consider a downlink transmisson from a BS equipped
with N antennas to K MSs with N,, antennas for each, as
shown in Fig. 1. A BStranamits d independent data Sreamsto
each MS using a beam matrix with a Sze of Npxd. Therefore,
this can be expressed as

K

X[n] =YV, [n]s[n], @

k=1
whereV[n] and §[»] denote abeam matrix and tranamit signd
vector for the ~-th MS at time n, respectively. It is assumed that
F{s{n]sn]} =(Wd)l and TV, [n]V,[n])=d. This trangmitted
signa passes through the MIMO channel and is received by
theMSs Thereceived sgnd a the 4-th MSisgiven by

yi[nl=H,[n]x,[n]
=H,[n]V, [n]s,[n]+ i H,[n]V,[n]s[n]+n,[n], ()

1=1,1#k
where n[n]~CN(0, ¢1) is a noise vector. On the right-hand
side (RHS) of the second equdity of (2), the first and second
terms are the desired sgnd and interference from the tranamit
signa tothe other M Ss, repectively. To maximizethe sumrrate,
we use beams maximizing the SINR given by

|H,[n1V, [n]s,[n]]

SINR, = .
YN, S H IV [als [
1#£k

©)
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It is difficult to find a solution maximizing the SINR since the
beam métrices are coupled with esch other, that is, {V,[#],
k=1,...,K} areinduded in SINR, for dl £=1,..., K. To Smplify
the problem, the authorsin [8] consdered the SLNR ingteed of
the SINR. Ingtead of invegtigating the received sgnd @ the
k-th MS, we examinethe tranamit Sgnd to the &-th M S that is,
V,[n]s{n]. Thissignd can reach dl recaivers and be expressed
&

H [nV,[nls ]+ D H [nlV,[nls [n]+n,[n]. (@)
1=1,1#k
Here, the second term denotes the interference leakage that
reaches undesired receivers. With (4), we can Smply consider
the amplest ZF beam design with acondition of

S [V, ] = Ay nV, (] =0,

1=11#k

©)

where

Hylnl =[ By Dl ML H ] HE D | @)

It iswdl known that a ZF gpproach is not optima and that a
better performance can be obtained by dlowing acertain leve
of interference depending on the noise power, asin an MMSE
approach. As one such approach, a beamforming method
maximizing the SLNR was introduced in [8]. In ddtalil, the
SLNRintermsof the &-th MSisgiven by

AOVAGEND
N, 6%+ 3 [H,[nlV, [nls,[n][f

H
-

SLNR, =

©

When the SLNR is consdered as a beam design criterion, the
coupling problem does not exig and the closed-form solution
maximizing the SLNR is available The expresson for the
SLNR canberewrittenwith H,[n] as

Tr(V, [n]H; [n]H  [n]V, [n])

SLNR, = EAATILC A .
Tr(VkH[n](NMO'ZI +HkH[n]Hk[n])Vk[n])

Theoptima beam design problem isgiven by
TV DR TIH, 1V, )
Viln] Tr(V,fI[n](NMO'ZI +HkH[n]Hk[n])Vk[n])

TPV [0V, [n]) = d

St {v,j’ [n]H” [n]H  [#]V, [n] is diagonal. ©)

The second condraint is needed to decouple multiple tranamit
daa sreams a a receiver. The solution is obtained by the
generalized eigenvectors associated with the d dominant
generdized eigenvaues of a pair of covariance matrices of the
desired signd and interference plus noise, thet is H' [1]H ,[7]
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Fig. 1. MU-MIMO downlink model with oneBSand K MSs.

and (N, 0l +H[2]H,[n]). Though the quantity of the
SLNR does not directly reflect the sum rate of the MU-MIMO
downlink systems, this gpproach shows a better sum rate than
that of aZF method under various conditions.

I11. Channe Mode and Optima Channdl Prediction

In qued-datic and very dowly varying channels, we can
determine the downlink beamformers using the CSl obtained
in the previous uplink phase In timewvarying channds,
however, the tranamit beams should be designed with the
predicted CSl to avoid a performance loss caused by an
outdated CSl.

To invedtigate the effects of time-varying channds on MU-
MIMO downlink transmission, we need an gppropriate modd
for atime-varying channd. Them-th order AR modd, whichis
widdy used in the literature [9]-[11], is employed. Each
dement of the channd matrices from a BS to the MSs is
modeled by

h[n] = Zlﬂ[r]h[n—r] +wn], (10)
where &r), r=1,..., m, are the fading coefficients that quantify
the channd fading rate and w[n]~CN(0, &) denotes the plant
noise of the channd process. We assume that dl dements of
the channd matrices follow the same process given by (10).
The fading coefficients and variance of the plant noise are
obtained by solving the Yule-Waker equation with the time-
autocorrelation function of the Jekes fading modd [11]. The
time-autocorreation isgiven by

E{h[nlh[n-r]}=Jo(2x fpT,)
oo (_1)1
&2

where Jy() is the zero-order Bessd function of the firgt kind

(Zﬂ-fDTsr)ZI! (]'1')
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and fp, and T, denote the maximum Doppler frequency and
symbol duration, respectively.

For tranamit beamforming, a BS should predict the channdl
matrices in the downlink phase based on the previous uplink
channds, which are estimated by the uplink pilots, assuming
the channdl reciprocity.

As an example, we assume that the CSl of previous m
symboal time in an uplink phase is perfectly known. With this
information, a BS can predict the CS in a downlink phase
basad on the AR channdl modd. The channd modd (10) can
be rewritten as

h[rn]=Fh[n-1]+w[#n], n=12,..., (12
where
h[n] =[Aln], Win-1,..., lln-m+1]", (13
w[n] =[w(n),0,...,0]" , (14)
and
Al Blm-1)]  plm]
el 1 0 0 0 L
o 0 : (15
0 0 1 0

With achannd model of (12), the optimeal channel prediction
is Obtained by

h[x] = F"n[0], (16)

where h[(] is avallable snce it is obtained by esimating the
channd in the previous uplink phase. The channd prediction
aror vector, h[n]=h[n]—h[n], isaGaussan random vector
with zero mean and a covariance of

Pln] = £{h{]R" 1]}

=S ErQ, 7y, e
p=0
where Q,, = E{w[n]w[1]"} [11]. Therefore, the variance of the
channd prediction error, g;(n]=E{ (h[n]-#[n]) (A[n]-A[n])}, &
timen isgiven by the (1, 1) component of P[x].
When m=1, tha is, the fird-order AR channd modd, the
variance of the channd prediction isexpressed by

n=1

O-llz[n] = Zﬁzpo-wz
p=0

=1- B,
The first equality holds by the definitions of F and by letting
£=B[1]. Since ¢,2= 1-4 in the first-order AR modd, the
second equdity dso holds.

(18)
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IV. Perturbation Theory: Generdized Eigenvaue and
Eigenvector

In generd, a perturbation theory of eigendecomposition
makes it possble to cdculate new egenvaues and
eigenvectorsin the form of alinear combination of the origind
egenva ues and eigenvectors aswell asthe perturbation metrix.
This can be used to deermine a predictive beam for
interference  dignment  [12]. Similaly, the perturbed
generdized egenvectors can be obtained without any iteration
and can be used to update the beam according to the channd
variation. Before introducing the details of the proposed
dgorithm, we mug invedtigate the perturbation theory of the
generdized eigenvaues and corresponding eigenvectorswith a
given pair of objective matricesand their perturbations.

Theorem 1. For a symmetric and positive definite matrix
par (A, B) with a sze of NxV, generdized eigenvaues and
corresponding eigenvectorsaregiven by { 4} and {x}, that is,

AX; = ABXx;, (19)

i=],

o (20)
i# J,

XiHBiXi = 5[/ = {l'

0,

for i, j/=1,..., N. The perturbed matrices are given by A + A

ad B+B, where [A|<<[[A] and |B]<<[B] ad the

perturbed generdized eigenvdues and eigenvectors are
obtained by

Aipen = A+ % (A= 2B)x, )
and
T(A-4B)x,
X oot = X; (1—%xi”|§xi)+ ﬁ: fo, (22
=L g A -4 ’

respectively, fori=1,..., N.
Proof. We redefine the perturbed matrices as
A(e) = A+eA,
B(e) =B +¢B,
where o<l If we st e=||A|, A=A/||A] ad
B=B/||A||. Theperturbed generdized eigenvaue A(e) and
corresponding generdized eigenvector x(e) saidy the
following two conditions:

A(e)x;(€) = 4(£)B(e)x,(€) (23

x(€)," B(e)x;(e) =4, 4

J?

for i=1,..., N. By the définition of the perturbed matrix pair,
(23) can beexpressed as

(A+eA)x;(€) = 4 (e)(B+€B)x; () - (25
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Assuming that bath A4(g) and x(g) ae differentiable with
respect to g, we have
AX;(0)+ A%, (0) = 4 (0)BX,(0) + 4 (0)BX, (0) + 4 (0)BX, (0)

(26)
by differentiating (24) with regpect to £and setting = 0. Here,
x(0)=x; and A(0)=A; by definition. Because the origind
generdized eigenvectorsx; for i=1,..., N can be used asabasis
of N-dimensiond vector space, we can express

N
x,(0)=Y ax,; . @
j=1
By subgtitution, (26) isgiven by

_ N
AX; +AY a;X;

N — .
=A4B> ax;, +ABx, + 4 (0)Bx;. (28)
A =1

For calculaion of a;, j#i, weleft-multiply (28) with xjH ,andwe
have

N
Hx H
X; AX; +X; Agla,.xi
N — .
= AXIBY ax, + A Bx; + 4 (0)x/Bx,. (29
J=1

By using the two egudities of (19) and (20), (29) can be
rewritten as

XTAX; +a,A; = a4+ AxBX,. (30
Therefore, we have
T(AB-A)X,
a. = u . (31)
J ﬂj _ﬂi

On the other hand, we dso have

X' Ax; = AX{"BX; +4(0) (32
by left-multiplying (28) with x;”. Hence, we can obtain

40 =x"(A-1B)x. €2)

Using the Taylor expanson, both A(g) and x(g) can be
expressed as

4(€) = 2,(0)+&4,(0) + O(?)

=4 +ex!" (A=2AB)x, +0(£?) (3%
and
X;(€) =x,(0) +X,(0) + O(¢?)
=X + gZN:ajxj +0(£%). (35)

Since we have a;, j7i, we must celculate the remaining ;. To
thisend, we use the equdity of (25) with i=.
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(x,+€%(0)" (B+€B)(x, +£%,(0) =1,  (39)

X'Bx, +ex!"Bx, + ex/'Bx, (0) + £X,(0)" Bx, + O(e”) = 1.

(37
By using (27) and (20), we have
ex!'Bx, +2¢ea, +O(¢*) =0, (38)
If weignore the higher-order terms, wefindly have
a, =—%xf’§xi. (39)

Combining the above results and ignoring the higher-order
terms, we can prove the theorem. O

With the above resllts on the peturbed generdized
g genvectors, we can deveop an dgorithm to design the MU-
MIMO downlink beamformer based on the SLNR. With the
predicted CSl, the perturbed matrices can be obtained. Based
on the updating formula given by (22), the transmit beams can
be designed. However, the gpproximation in (22) holds only
when the norm of the perturbation matrix is much lessthan that
of the origind matrix, thet is, the channd variation is not very
dgnificant. The performance with approximated beams will be
degraded with the channd variation depending on the mobile
velocity and duration of the trangmission.

V. Beam Updating Algorithm in Time-Varying
Channels

For updaing MU-MIMO downlink beams with predicted
Cd in timevaying channds the beam design scheme
congdering a channe prediction error should be investigated.
In [8], the method used for the beam design was introduced
when the variance of the channd estimation error was given.

The predicted CSl isexpressed as
H[n] = H,[n] +H, ], (40)

where H,[n] denotes the channd prediction error matrix of
which each dement is assumed to be independent and
identicaly digtributed complex Gaussian with zero mean and a
variance of ¢;9n]. Hence, we can dso define the extended
channel matrix as

A [n] = A, [n] + A ], (41)
where
o ~NH N H ~NH ~NHe 1
Hyln = | AT, A Ao F )|
and

ALl = AL Tl AEL D A AT |

Heejung Yu and Sok-kyu Lee 873



The SNLR interms of the A-th transmit signd isgiven by
SLNR, [n] =

Tr(VkH[n] (RY (A, [n]+ N, 071 )Vk[n])

Tr(vk”[n] (NMO'2| +ﬁkﬁ[n]ﬁk[n]ﬂK—l)NMUfl)Vk[n]).

42
Therefore, the optima beam matrix is obtained by the
generdized dgenvectors of a par of matrices

(RY[nH,[n]+ N, o71n]l) and (N, (0®+(K ~D)o[n])!

AR, ).
At the last symboal time of an uplink phese, a BS caculates
P[0} =H/'[0H,[0] and R[0]=(N, o’ +H/[O]H,[0]).

Here, we st the time index n=0 a the last symbol timein an
uplink phase. With the above matrices, the generdized
eigenvaues { 4} and eigenvectors {x;} can be obtained by a
generalized eigendecomposition. Here, we assume that 4>4;
for 1>>>N. In the k-th downlink symbol at time step n=m,
the predicted CSl and prediction error variance can be
obtained using the prediction agorithm in Section 1ll. A BS

obtains  P[m] =(H{/[m]H,[m]+N,,o7[m]l) and R[m] =

(N, (0% + (K ~Do?lm])1 + ﬁf[m]ﬁk[m]) . Using these,
the perturbation matrices from time gep 0 to time Sep m ae
defined by P[m]=P[m]-P[0] and R[m]=R[m]-R[0]

for m=1,..., T, where T, sands for the duration of the
downlink phase. With these perturbation terms, we determine
the updated beams that is, the dominant 4 generdized
dogenvettors Xem] for i=1,..., d, with the first-order
gpproximation using Theorem 1. This approximation is vdid
only when the channd varigtion is not sgnificant, thet is,

| Plm] |k< 1and||R[m] k< 1. If the norms of the perturbation

terms are not sufficiently smal, the error in the gpproximeated
beams creates an additiond interference leakage, which causes
SLNR and ratelossesin MU-MIMO downlink systems.

V1. Andyssof SLNR for Predictive Beam Design

In the above section, we proposed an efficient beam design
dgorithm based on the perturbation theory of generdized
eigenvectors in a timevarying channd. To evduae the
paformance of the proposed scheme, we andyze the SLNR of
the proposed predictive beamforming method. For a smple
andyds, we assume asingle stream transmission with d=1.
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Firg, we evduae the SLNR a the given time sep in a
downlink phase, assuming perfect channd prediction. The
SLNR a timen isexpressed as

[t ]
N0 +|F 1%, e ][

Xt ] (HY [n]H  [1]) X, e [7]
N, o7 X [nIH] ] [1]X, e [7]

L Xl (HY[nH, [1]) X, 7]
X [n) (N, 01+ B nlF []) Xy e ]

= /?me[n].

SLNR,[n] =

43

The last equality holds because (H{[n]H,[n])X, p[n] =

Ay pen[1] (N, 01 +H{ [n]H, [1]) X, e [1] . We can Obotain the

perturbed egenvaue with (21) in Theorem 1. Accordingly, we
have

Apenl] = A+ %" {(H}[n]H, [n] - H[ [O]H, [0])

~ A (R} [n]H [n] = H{TOIH, [0D)} x,.

(44)

Therefore, when the channd information is given, we can
caculate the gpproximate SLNR a each time step.

For an andysis of the SLNR under more practicd conditions
employing channd prediction, we use the fird-order AR
channd modd since it makes the dosed-form expression for
the variance of channd prediction error possible, as shown in
section 1l. For accurate modeling of time-varying channds,
the higher-order AR modd can be used. Since the extension of
the higher-order channel modd is possible without difficulty,
we only consider thefirg-order channd mode in this paper. As
shown in section 111, the predicted channds & the »-th symbal
timein adownlink phase are given by

H,[n]= 8"H,[0] (45)
A, [n] = B"A,[0] (46)

with an assumption that al MIMO channd components have
the same fading coeffident £ With the above rdaion and
channd prediction error variance given by (18), we can Smply
compute the perturbation matrices as

Pln] = (B —DH{[OH,[0]+ N, - B*)  (47)
and

Rln]= N, (K -D)(1~ )l +(F* ~HH][O]H,[0]. (48)
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Hence, the SLNR, which is obtaned by the perturbed
dominant eigenvaue, isgiven by

SLNR[n] = A, pere[1]

=~ 4 +x"{((B ~DH]OH, [0]+N,, (1~ 571 )

= A (N (K =D)(@- 7)) + (B> ~DH{ [0, [0])} x,

=4 +x"{((B” ~DH{[OH, [0]+N,, (- B*)I )
~ 4 (N, (K =D(A->) +(B” ~HH][0]H, [0])
~ A (N (B -0 +N,, (1- B)0° )1 }x,

=4 +{N, @- ) (1- 4,1~ B )(K -1+07))}.

On the RHS of the third equdity, we add N,, (5°" -1)o”
+N,, (1- #")o? = 0. Thelast equaity holds by the definition
of agenerdized eigenvaue and the corresponding eigenvector
x;" (H{'[OH,[0])x, = Ax; (H/'[O]H,[0]+ N, 071 )x,. As

shown in the last equdlity of (49), the SLNR can be cadculated
using only the unperturbed eigenvaue, that is, the SLNR a the
first time step, fading coefficient, and noise variance.

The andytic results in this section will be verified by
numerical Smulationsin the following section.

(49)

VII. Numericd Results

In this section, we evauate the performance, induding the
interference level, SLNR vaue, and spectrd efficiency of MU-
MIMO downlink beamforming systemsto verify the proposed
dgorithm. To show the effectiveness of the proposed method,
we condder two extreme beam design mehods as
conventiona approaches. As the firgt conventiona approach,
we condder the perfect beam design in which the beams at
each time step are abtained by full computation of a dominant
generdized eigenvector a every time step with a new CSl.
Though this method shows the best performance, its
computationa complexity istoo high to implement practicaly.
The other conventiond gpproach is to use the beamformers
obtained with the CSl in the previous uplink phase, that is,
{V,[0}, for dl downlink phases a time sep n=1, 2,..., T,
Under quas-gtatic channd conditions in which the channd is
fixed during atotd frame with the uplink and downlink phases,
this gpproach does not cauise any performance loss. In redidtic
sysems, the assumption of quas-datic channds is not vaid,
and the mismatch between beams and current CSl bring about
greater interference leskege and loss in the sum rae
peformance. Therefore, we can see that the perfect beam
design and non-updating gpproach show the upper and lower
bounds of the performance, such as the interference legkage,
SLNR, and sumrate.
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Fig. 2. Interference power along downlink symbols at one MS at
different speeds (perfect CSl, Np=3, N,=1, K=3, d=1,
SNR=12 dB).
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Fig. 3. SLNR aong downlink symbols with different speeds
(perfect CSl, Np=3, N}=1, K=3, d=1, SNR=12 dB).

To redize time-varying channds, we use the firg-order AR
modd since it makes a theoretical andyss of the SLNR
performance possible. In this paper, for a Smple andysis, we
assume that dl downlink channelsfrom aBS to the MSs have
the same fading coefficient. For the numericd ssimulations, we
asume a 2.0-GHz carrier frequency and a symbol duration of
66.7 us, which is the OFDM symboal duration of 3GPP LTE.
The number of symbols in the downlink phase is 100, that is,
T,,=100. Theresults are obtained by averaging the vauesfrom
5,000 independent channdl redizations.

Fgures 2, 3, and 4 show the interference power, SLNR, and
spectrd efficiency againgt the downlink time index using three
different gpproaches, respectivdy. In these results, we assume
that aBS knowsthe CSl of dl downlink channds perfectly. As
expected, the non-updating scheme, which fixes beams during
the entire downlink period, has the worst performance snce it
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Fig. 4. Spectral efficiency along downlink symbols a one MS
with different speeds (perfect CSI, Nz=3, N,=1, K=3,
d=1, SNR=12 dB).

cannot reflect the channd variaions Its performance loss
increases with the mobile speed. The perfect design method
recdculaing the generdized eigenvector a every time step
shows the best peformance, which is dmogt the same
regardless of the mobile speed since it can perfectly track the
variaions of the channds. The peformance of the proposed
beam updeting method isin between those of the non-updeting
and perfect designs The performance loss of the proposed
design from the perfect design scheme increases with the time
index and mobile speed snce the norm of perturbation
meatrices increases with them. Aswe can seein Theorem 1, the
inaccurecy of a perturbed generdized eigenvector is directly
related to the amount of perturbations. In an extreme case with
a mobile speed of 30 kmh a time index »=100, the
performance of the proposed scheme is worse than the non-
updating approach. Therefore, we can see that the proposed
method should be used in a case with alow mobile speed and
short downlink duration, that is, smal f;7xT,. When the
mohile speed isless than 10 knvh, the proposed method shows
nearly the same peformance as that of the perfect desgn
approach, even with very low complexity.

Figure 5 shows the spectra efficiencies with the same
conditions as the above reaults, except for the use of channd
prediction based on the firg-order AR channd modd. When
the channd prediction is dso induded, the performance gaps
among the three approaches decrease. The channd prediction
eror is dominant over the inaccuracy of the beams, and the
tracking capability of the channd variation in the beam design
is thus rather indgnificant. However, if we can reduce the
channd prediction error, spectral efficiencies of the three
approaches can be dose to those in the case of the perfect CS,
asshown in Fig. 4. Although we use the firs-order AR channd

876 Heejung Yu and Sok-kyu Lee

Proposed beam update (10 knvh
---O--- Perfect beam design (10 knvh)
2.2| ---x--- No update (10 knvh)

---3---- Proposed beam update (20 knvh)
21| & Perfect beam design (20 knvh)
-—-x---- NO update (20 km/h)

—g— Proposed beam update (25 knvh)
—o— Perfect beam design (25 knvh)
—— No update (25 knvh)

0 20 40 60 80 100
Time index

Spectral efficiency (bps/Hz)
N
w
3

2.0

1.9

Fig. 5. Spectral efficiency along downlink symbols at one MS
with different speeds (predicted CSl based on first-order
AR modd, N3=3, N)~=1, K=3, d=1, SNR=12 dB).
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modd for a smple andyds in this paper, we can use the
higher-order channd modd. A dosed-form andyss is not
possible with the higher-order modd, but it can provide amore
accurate modd of the Rayleigh fading channds and a better
channd prediction performance[11].

To verify the andydsin section VI, we show the SLNR and
gengdized egenvaues in Figs 6 and 7, where Aj[n] and
Aiped[n] i the legend are the exact generdized eigenvaues
obtained by the given channd matrices, and the perturbed
vaue obtained by (21). The SLNR is cdculated using the
channd matrices and the updated beams, thet is, the perturbed
egenvectors given by (22). Figure 6 shows that the perturbed
eigenvaue Ay pei| 1] can provide an estimate of the SLNR with
95% accuracy. The estimation error comes from the inaccuracy
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of both a perturbed egenvector and perturbed eigenvaue. In
Fg. 7, Aln] and Aipedn] are caculated using the predicted
channds, which are dmogt the same. Owing to a channd
prediction error, the eigenvaue is less than the exact SLNR
values with up to a 5% difference. In cases with low mobility,
the perturbed eigenvdue can provide the SLNR edimate,
which we can use to estimate the performance levd of MU-
MIMO downlink systems.

Findly, in Fig. 8, we show the spectrd efficiencies againgt
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the SNIR at the lagt symbol time of the downlink phase with
different system configurations, including the number of
antennas. It can be seen that the proposed dgorithm can
provide dgnificant gain over the nonupdating method with
low complexity.

VIII. Conclusion

We proposed an efficient beam design dgorithm for an MU-
MIMO downlink channd. The dgorithm computed the
beamforming matrices tha maximize the SLNR using the
perturbed generdized egenvectors without any complicated
operations or iterations. Owing to the nature of the downlink
beamforming system, we introduced a channd prediction
based on the AR channd modd, which we used to design the
beams. The SLNR performance of the proposed beamformer
was andyzed using the perturbed generdized egenvaues
Through numerical smulations, we showed the effectiveness
of the proposed beam design and verified our analytica results.
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