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Abstract—Queue management schemes at routers and con-
gestion avoidance schemes at end points cooperate to provide
good congestion solutions in computer networks. While queue
management schemes are still being developed, research on
congestion avoidance has come a long way to serve the bandwidth
requirement of the networks (e.g. high speed networks, data
centers, etc.) at the order of 10Gbps. Because of considerable
lack of the evaluation research work, there is no consensus
on the choice of the queue management algorithms over these
networks. To the best of our knowledge, this is the first work
that presents the experimental study of the effect of various
queue management schemes on high speed TCP variants in a
10Gbps network environment. Evaluations of queue management
schemes such as Drop-tail, RED, CHOKe, and SFB are presented
with popular high speed TCP variants such as RENO, HSTCP,
CUBIC, and VEGAS over CRON, a 10Gbps high speed network
testbed. Performance results are presented for several important
metrics of interest such as link utilization, intro-protocol fairness,
RTT fairness, delay and computational complexity. We argue
the importance of explicit consideration of the basic tradeoffs
between TCP variants and router parameters that network
designers must face when building high speed networks.

Index Terms—High Speed Networks, Active Queue Manage-
ment, High Speed TCP Variants, Buffer Sizing

I. INTRODUCTION

Over the years, the Drop-tail queue mechanism has been
under scrutiny and is found to be unsuitable choice to ad-
dress issues such as transmission control protocols (TCP)
global synchronization, underutilization of link bandwidth,
high packet drop rate, high transmission delay, and high queu-
ing delay. To address these issues, Random Early Detection
(RED) [1] was proposed as an active queue management
(AQM) solution in 1993. Thereafter, several AQMs, such as
CHOKe(CHOose and Keep for responsive flows, CHOose and
Kill for unresponsive flows) [2], SFB(Stochastic Fair Blue) [3]
etc., have been proposed. Inspite of so many AQM proposals,
there has been a significant lack of comparative performance
evaluation studies on real production networks to permit any
conclusion on the merits of these QM schemes. There are
two major consequences for the lack of comparative studies.
Firstly, although these AQMs are theoretically superior to
Drop-tail, these AQMs are still scarce in production networks;
secondly, there is not much support from the testing to the
development of future QM schemes. To address the challenges
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in design and development of QM schemes in future networks,
our focus in this paper is to compare the performance of com-
peting QM proposals in a systematic and repeatable manner
in a 10Gbps high speed network environment.

Simulation and experiment are two main methods to per-
form such studies. Most of the evaluation research works on
AQM schemes rely on simulation models, such as Network
Simulator 2 (ns-2) or OPNET modeler. However, a linear
increase in bandwidth demands for an exponential increase
in CPU-time and memory usage for these discrete simula-
tion methods [4] which makes it very difficult to finish the
simulation of high speed links in a reasonable time. Besides,
to address issues in design and real network deployment of
QM schemes demands a real experimental network environ-
ment [5].

Since the cost could be expensive for large businesses or
ISP networks to deploy the AQM schemes in the Internet,
recent network research [0] tries to check if it is beneficial to
deploy the AQM schemes in the core routers. The existing
research focuses on the nature of the AQM scheme itself,
but overlooks the effect of the AQM scheme on transport
layer congestion control. Often, the core of the network is a
playground for transport protocols and therefore, it is difficult
for a network service provider to address issues related to
performance of their network. Due to the feedback nature of
AQM schemes, TCPs will behave differently according to its
own congestion control algorithm. Especially in production
networks (or data centers), the pairing of a TCP variant and
an appropriate QM scheme to compliment that TCP is highly
desirable. In other words, it is highly desirable to know the
impact of QM schemes on transport protocols. Therefore,
in this paper, the performance metrics for QM schemes are
chosen to be very TCP specific. We also consider the metrics
such as memory usage and CPU requirement which we find in
a direct correlation with ease of deployment and operational
costs.

We choose the popular QM schemes for evaluation, includ-
ing Drop-tail, RED, CHOKe, and SFB. Among high speed
TCP variants, we select CUBIC (CUBIC TCP) [7], HSTCP
(HighSpeed TCP) [8], RENO (TCP-Reno), and VEGAS (TCP-
Vegas) [9]. It was noted that CUBIC, HSTCP and RENO
account for 2/3 of all TCP variants used on the Internet [10].
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VEGAS represents the delay-based TCP, and is the only delay-
based TCP supported in the current Linux kernel. We present
the results in terms of link utilization, intro-protocol fairness,
RTT fairness, delay, and computational complexity.

The organization of this paper is as follows: Section II
presents a brief overview of related work. Section III is the
background and motivation of this work. Section IV gives the
experimental design and setup, the results of the experiment
are discussed in Section V, and we conclude our findings in
Section VI.

II. RELATED WORK

To evaluate performance of TCP variants, the authors in [11]
and [12] evaluated high speed TCP protocols in a realistic
high speed networking environment. The high speed TCP
protocols were evaluated against itself in terms of several
TCP performance metrics. However, when evaluating all TCP
protocols, the authors did not consider the impact of queue
management schemes in the router.

In [13], the authors presented a framework to evaluate AQM
schemes. Five metrics were chosen to characterize overall
network performance of AQM schemes. The authors suggested
simulation environments and scenarios, including ns-2 inter-
faces, traffic models and network topologies. As a continuing
work [14], the authors gave simulation based evaluation and
comparison of a subset of AQM schemes. Their framework
was based on ns-2 simulation which is different than a real-
world experiment, especially the 10Gbps high speed networks.

The authors in [15] evaluated new proposed AQM schemes
with some specific network scenarios. They proposed a com-
mon testbed for the evaluation of AQM schemes which in-
cludes a specification of the network topology, link bandwidths
and delays, traffic patterns, and metrics for the performance
evaluation. Also, the authors realized that AQM schemes need
to cooperate closely with TCP. However, they evaluated AQM
schemes over regular Internet speed but not 10Gbps speed, and
only presented the results of TCP-RENO in their evaluation.

Moreover, the authors in [16] considered router buffer sizing
in evaluation of high speed TCP protocol. They conducted an
experimental evaluation of CUBIC TCP in small router buffers
(e.g. a few tens of packets). Their work highlighted the need
for a thorough investigation on the performance of high speed
TCP variants with small router buffers for newly emerging
high speed networks.

In a recent work [17], the authors found the tradeoff between
throughput and fairness in high speed networks. The network
performance was evaluated by a model based simulation
method, which shows some bottlenecks in evaluating high
speed networks. In [18], the authors evaluated the impact of
queue management schemes on the performance of TCP over
10Gbps high speed networks. However, the detailed setup of
a 10Gbps environment was not unveiled. And some of the re-
search results were not presented such as TCP-VEGAS result,
intro-protocol fairness result, memory consumption, etc. In
[19], fairness was evaluated thoroughly among heterogeneous
high speed TCP variants by using different queue management
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schemes with varying degrees of buffer sizes, but other metrics
have not been fully evaluated yet. The authors in [20] evaluated
extensively both fairness and latency of AQM schemes over
10Gbps high speed networks. They proposed a new AQM
schemes which works well in terms of fairness and latency
over 10Gbps high speed networks.

In this paper, we consider the most important metrics which
need to be evaluated for the interrelationship between TCP
variants and queue management schemes. Performance metrics
have been defined in [21] previously. The authors discussed
the metrics to be considered to evaluate congestion control
mechanisms for the Internet. They brought 11 metrics in total,
which could be used for evaluating new or modified transport
layer protocols.

III. BACKGROUND AND MOTIVATION
A. Challenges in 10Gbps High Speed Networks

Advances in high speed networking technology coincide
with the need for network infrastructure development to
support scientific computing, distant learning, e-commerce,
health, and many other unforeseen future applications. Con-
sequently, 10Gbps high speed networks, such as Internet2
[22], NRL (National LambdaRail) [23], and LONI (Louisiana
Optical Network Initiative) [24], have been the first ones
that were developed to connect a wide range of academic
institutes. Fig. 1 shows a 10Gbps network infrastructure en-
compassing the campus network of LSU (Louisiana State
University) and MAX (Mid-Atlantic Crossroads). Network
operators use Internet2 network stitching [25] to federate all
campus networks together, and core routers are responsible
for connection across various facilities located in-campus. The
10Gbps high speed network enables resource sharing among
different departments at different institutes. As gigabit con-
nectivities are easily available for gigabit-based PCs, servers,
data center storage and high performance computing, gigabit
networking technology is preferred by many organizations.
Therefore, various organizations are increasingly migrating to
gigabit links in order to grow their networks to support new
applications and traffic types. It is true that the availability
of multi-gigabit switches/routers provides the opportunity to
build high-performance, high-reliability networks but only if
correct design approaches are followed at both hardware and
software level.

Our focus in this paper is on network communication
protocols running on deployed networks which in combination
acts as a life force that brings the best performance to these
networks. In particular, we are interested in what really matters
when it comes to performance of 10Gbps network, in which
we explore the role of router technology in the middle and data
communication protocols at the end systems. Our goal in this
paper is not to provide a complete design and deployment
details which otherwise is an extremely difficult task but a
minimal one where combined impact of router parameters
and data transport protocols would be critical for network
performance. We claim that very simple considerations, which
incorporate available technological constraints together with
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relevant network performance metrics, can successfully ad-
dress this challenge and further reduce the confusion and con-
troversy in design and deployment issues of 10Gbps networks.
We argue that one needs to jointly consider the coupling of
TCP and router technology in the design and deployment of
multi-gigabit networks.

B. Network Performance Consideration

Previous experimental studies treated evaluation of TCP,
evaluation of AQMs (see section II) and effect of router
parameters running a particular AQM on TCP separately. Also,
these studies do not include 10Gbps bandwidth consideration.
In this paper, we propose a complementary approach of
combining TCP, router parameters and a high speed network
of order of 10Gbps.

The following equation summarizes the dynamics of the
TCP congestion window W () at time ¢:

W(t) = Winaa + 0 M

Winae 1s the congestion window size just before the last

window reduction, RTT is the round trip delay of this flow,

and « and §3 are increase and decrease parameters respectively.

Winaee depends on router parameters, such as a penalty

signal P of queue management schemes , router buffer size
@, and the bottleneck capacity C"

Winaz Q—; 2)

From the equation above, it is clear that the performance of

a network depends on the combination of TCP variants, queue
management schemes and router buffer sizes. Our argument is
consistent with [26], which concluded that the TCP sending
rate depends on both the congestion control algorithms and
the queue management schemes in the links. A real network
measurement on high speed networks shows that burstiness
increases with bandwidth because packets degenerate into
extremely bursty out flows with data rates going beyond the
available bandwidth for short periods of time [27]. It is clear
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that such surges can easily generate severe penalty signals and
further degrade the overall network performance.

The penalty signals for different queue management
schemes are also different. When the router buffer is full,
Drop-tail drops all the packets. RED drops packets early and
randomly according to the queue length. CHOKe extends
RED to compare random packets and drops packets for fast
flows. SFB uses a bloom-filter to determine fast flows and
drops packets from fast flows. Buffer size at the routers also
impacts network performance (see section II). Router buffers
cause queuing delay and delay-variance. And in the case of
underflow, throughput degradation is observed. Appropriate
sizing of buffers has been considered a difficult task for router
or switch manufacturers.

Given the importance of router parameters, different high
speed TCP variants will differ in performance for the same
router parameters. We elaborate on this point by considering
the impact of penalty signals on congestion window TCP
variants in consideration as below:

1) Traditional TCP’s AIMD algorithm has the increase
parameter « and decrease parameter 5 to be 1 and 0.5
respectively.

2) HSTCP’s increase parameter o and decrease parameter
B are functions of the current window size, namely «(W) and
B(W). The range of «(W) could be from 1 to 73 packets, and
B(W) from 0.5 to 0.09.

3) CUBIC updates the congestion window according to a
cubic function:

WCUBIC — C(t - 3\/ Wmamﬁ/c)g + Wmaac (3)

where C is a scaling factor, ¢ is the elapsed time since the
last window reduction, W4, is the window size just before
the last window reduction, and (3 is the decrease parameter.

4) VEGAS is a delay-based TCP variant. It has 2 thresholds,
a and (5, to control the amount of extra data, i.e Top¢rq
= Terpected - Tactual, Where Teppecteq 1S an estimation of
expected throughput calculated by Ty pectea = windowsize /
smallestmeasured RTT. Window size of VEGAS is updated
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as follows:
If Teppectea < o, window size increased by 1.
If o < Aeppectea < B, no change in window size.
If Terpectea > B3, window size decreased by 1.

A detailed understanding of the many facts of network
parameters is critical for evaluating the performance of net-
working protocols, for assessing the effectiveness of proposed
protocols, and for developing the next generation high speed
networks. In this work, we narrow down our focus to three key
components that affect the performance of 10Gbps networks:
TCP variants, queue management schemes, and router buffer
size.

IV. EXPERIMENTAL DESIGN

In this section, we present our experimental study design.

A. CRON Setup

CRON [28] is an emulation-based 10Gbps high speed
testbed, which is a cyberinfrastructure of reconfigurable optical
networking environment that provides multiple networking
testbeds operating up to 10Gbps bandwidth. As shown in Fig.
2, CRON provides users with automatic configuration of arbi-
trary network topologies with 10Gbps bandwidth. Also, CRON
can be federated with other 10Gbps high speed networks, such
as Internet2, NLR, and LONI. Details of demonstrations of
how to use the CRON testbed could be found here [29].

As dumbbell topology is a widely accepted network topol-
ogy, we create a dumbbell topology as shown in Fig. 3 in
CRON. In the topology, all nodes are Sun Firex4240 servers
which have two quad core 2.7-GHz AMD Opteron 2384
processors, 8 GB/s bus, 8GB RAM and 10GE network inter-
face cards. From a software perspective, two pairs of senders
and receivers run a modified version of Linux 2.6.34 kernel,
which supports TCP variants of CUBIC, HSTCP, RENO, and
VEGAS. The routers run a modified version of Linux-2.6.39.3
kernel, which supports queuing disciplines of Drop-tail, RED,
CHOKe, and SFB. The delay node runs a modified version of
FreeBSD 8.1, which supports a 10Gbps version of Dummynet
[30] with 10Gbps bandwidth and enlarged queue size.

©2014 ACADEMY PUBLISHER

JOURNAL OF NETWORKS, VOL. 9, NO. 5, MAY 2014

CRON user

Internet2/NLR/LONI
Resource

User level Collaborations:
Network research
Cloud computing
Bioinformatics, and etc.

CRON system architecture consisting of routers, delay links, and high-end workstation operating up to 10Gbps bandwidth

We set the RTT on the delay node to 120ms. All the links
have a 10Gbps capacity, and the bottleneck link is the one
between Router]l and Router2. We set the queue disciplines at
the output queue of Routerl, where the congestion happens.

By default, we send 10 flows from Sender1 to Receiverl and
10 flows from Sender? to Receiver2. We choose the number of
flows to be 10 according to recent statistics of network flows
of Internet2 [31], which suggested that the number of long-
lived TCP flows are always several tens of flows in 10Gbps
high speed networks such as Internet2. The duration of each
emulation test is 20 minutes, and all tests run for 7 to 10 times.
We get the final result based on the average value.

B. System Tuning for 10Gbps

To get a systematic and repeatable 10Gbps network envi-
ronment, we perform system tuning and software patching in
the CRON testbed.

Firstly, on the senders and receivers with Linux kernel
2.6.34, we enlarge the default TCP buffer size for high speed
TCP transmit. According to [32], we implement the zerocopy
Iperf to avoid the overhead of data copy from user-space
to kernel space, and we enable packets large receive offload
(LRO) and TCP segment offload on the NICs. We also set
MTU to 9000 Bytes [33].

Secondly, on the routers with Linux kernel 2.6.39.3, the
Linux default queuing discipline controller, traffic control (tc),
does not support control for CHOKe and SFB in user-space. So
we patch tc(8) to support CHOKe and SFB. In kernel-space,
we find that for RED, the scaled parameter of maximum queue
threshold only supports 24 bit value which means up to only
16MB. So we change it to a 56 bit value to support a higher
maximum queue threshold. In addition, we use standard skbu f
to forward packets and disable LRO on the router NICs.

Thirdly, on the delay node which runs FreeBSD 8.1, we
optimize memory utilization by creating a continuous memory
space for received packets to overcome the drawback of the
memory fragmentation of Mbuf allocation in FreeBSD. In
Dummynet, we change the type of bandwidth from int to
long so that its bandwidth capacity gets an improvement from



JOURNAL OF NETWORKS, VOL. 9, NO. 5, MAY 2014

2Gbps to 10Gbps. We also increase the value of the Dummynet
hardware interruption storm threshold.
C. Queue Parameter Setup

Queue management schemes in consideration along with its
parameters are shown in Table 1.

TABLE I
PARAMETER SETUP FOR 4 QUEUE MANAGEMENT SCHEMES

Parameter Setup
queue length limit: from 1% to 100% BDP
queue length limit: from 1% to 100% BDP
minimum threshold gth,in: 0.1 X limit
maximum threshold gthy,ax: 0.9 X limit
average packet size avpkt: 9000
maximum probability max p: 0.02
queue length limit: from 1% to 100% BDP
minimum threshold gthp,in: 0.1 X limit
maximum threshold gthm,ax: 0.9 X limit
queue length limit: from 1% to 100% BDP
increment of dropping probability increment: 0.00050
decrement of dropping probability decrement: 0.00005
Bloom filter uses two 8 x 16 bins
target per-flow queue size target: 1.5/N of total buffer size
N: number of flows
maximum packets queued max: 1.2 X target

Queue
Drop-tail
RED

CHOKe

SFB

In [34], the authors suggest that a link needs only a buffer
of size O( C/ VN ), where C is the capacity of the link, and
N is the number of flows sharing the link. In addition, we
vary the router buffer size to examine all the combinations
of TCP variants and queue management schemes. In [35], the
authors suggest that buffers can be reduced even further to 20-
50 packets. Given the significance of their role, we vary the
buffer size as 1%, 5%, 10%, 20%, 40%, and 100% of BDP
to find out the impact of the router buffer sizing on AQM
schemes in 10Gbps high speed networks.

D. Performance Metrics

(1) Link Utilization. Link utilization is the percentage of
total bottleneck capacity utilized during an experiment run.

(2) Intra-protocol Fairness. Intra-protocol fairness represents
the fairness among all TCP flows. Long term flow throughput
is used for computing fairness according to Jain’s fairness
index [36].

(3) RTT fairness. RTT fairness is the fairness among TCP
flows with different RTTs. Longer RTT TCP flows suffer from
lower throughput and shorter RTT flows get more throughput.

Receiverl

Senderl
X Dummynet
i Delay Node ¢
9. Software Routerl ~ RTT=120ms Softwarew Uir P

!

Router
Queue

Sender2

Receiver2

Fig. 3. Experimental topology: dumbbell topology
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(4) Delay. Delay is the average end-to-end delay experi-
enced by the flows, also known as Round-trip delay (RTT) of
packets across the bottleneck paths. It includes the queuing
delay created by the queue at router.

(5) Computational Complexity. Computational complexity
is the algorithm space and time complexity of the queue
management schemes, which is the memory consumption and
CPU usage on the servers in our experiments.

V. EXPERIMENTAL RESULTS AND DISCUSSION
A. Link Utilization

We vary queue buffer size to observe the link utilization.
Fig.4(a), Fig.4(b), Fig.4(c), and Fig.4(d) show link utilization
for queue management schemes as a function of buffer size
for CUBIC, HSTCP, RENO with SACK, and VEGAS respec-
tively. With only 1% BDP buffer size on the bottleneck link;
almost all of the queue management schemes for all TCP
variants show more than 85% link utilization, which is close
to the previous sizing router buffer researches [34], [37]. And
if the buffer size reaches 10% of BDP, almost all the queue
management schemes under all TCPs will get more than 90%
link utilization except for TCP-VEGAS.

Fig.4(a) is for link utilization of queue management schemes
for CUBIC, when the buffer size is very small to 1% BDP,
Drop-tail performs worst, while SFB gets highest link utiliza-
tion among others. If the buffer size increases up to 100%
BDP, CHOKe and SFB get higher link utilization. In Fig.4(b),
link utilization of queue management schemes is for HSTCP,
and SFB almost always outperforms other queuing schemes,
while RED almost always gets lowest link utilization than oth-
ers. Fig.4(c) shows the link utilization of queue management
schemes for RENO with SACK, Drop-tail performs best in
this case, SFB is still better than the other two, while RED
almost always gets the lowest link utilization.

In Fig.4(d), VEGAS shows different link utilization behav-
iors because of its delay-based nature, which depends on the
queue size. In general, when the buffer size becomes larger,
all queue management schemes get higher link utilization. In
the case of less than 10% BDP, Drop-tail almost always gets
the highest link utilization. In the case of more than 10% BDP,
AQM schemes almost always get higher link utilization. The
reason is when the queue size becomes larger, AQM schemes
do not have early drops because VEGAS controls the queue
size in a limited range, and therefore, link utilization of the
AQM scheme improves.

B. Intra-protocol Fairness

Intra-protocol fairness is the fairness among TCP flows with
the same kind of TCP. In our evaluation, Jains fairness index
is calculated for intra-protocol fairness among 20 flows with
same TCP variant and same RTT of 120ms.

Fig.5 shows the intra-protocol fairness for these 20 flows.
In general, CUBIC shows the highest fairness, which has a
fairness index in the range of 0.97 to 1. HSTCP seconds with
a fairness index in the range of 0.94 to 0.99. RENO is third,



1188

% Link Utilization
[oe] [o] O O w0 O
[9)) [o0] o N B (o))

< Drop-tail

+RED

CHOKe

>SFB

Y
s

100
98

% Link Utilization
[oe] [o] O O w0 O
[9)) [o0] o N B (o))

Y
s

0.05 0.10 0.20_0.40 0.60

0.01
Fraction of BDP

0.10 0.20_ 040 0.60
Fraction of BDP

0.01 0.05

1.00

(a) Link Utilization vs buffer size for CUBIC

1.00

(c) Link Utilization vs buffer size for RENO

JOURNAL OF NETWORKS, VOL. 9, NO. 5, MAY 2014

100
98 |
59 |
T 94
N
59 |
~
£%0 1 o7 - Drop-tail
g
X 88 £-RED
CHOKe
86 >SFB
84 . . . . . .
001 005 0.10 020 040 0.60 1.00

Fraction of BDP
(b) Link Utilization vs buffer size for HSTCP

100

95 X
= =1 -
8 w0 = Gt

X

2
= 85 e
= .
S P
~ 80
f=
£
75 : .
ES ) --Drop-tail .= RED

70 trnnnX s

e i
CHOKe -<SFB
65 . . )
0.01  0.05 0.1 0.2 0.4 1
Fraction of BDP

(d) Link Utilization vs buffer size for VEGAS

Fig. 4. Link Utilization as a function of buffer size in each TCP variant

1
0.99 N
=
[}
E 0.98
a
Q
£0.97
= .
> -<-Drop-tail & RED
0.96
CHOKe < SFB
0.95 : : : :
001 005 0.1 0.2 0.4 1
Fraction of BDP
(a) Fairness for 20 CUBIC flows
1
0.98 . o o
0.96 G\\Q/
« — a
%5 0.94 XNy
Zow O R \
2 09 *
Q
£0.88
Loss --Drop-tail = RED
0.84
0.8 CHOKe -<SFB
0.8 . !
001 005 010 020 040 100
Fraction of BDP
(¢) Fairness for 20 RENO flows
Fig. 5.

©2014 ACADEMY PUBLISHER

1
0.99
0.98
%097
o
£0.96
$0.95
Q
094
£093 | & Drop-tail = RED
0.92
091 CHOKe < SFB
0.9 . . . . . )
001 005 0.1 0.2 0.4 1
Fraction of BDP
(b) Fairness for 20 HSTCP flows
1
B.
0.95
)
E 0.9
a
Q
£0.85
2 .
08 -<-Drop-tail ©RED
CHOKe -<SFB
0.75 ' ' !
001 005 0.1 0.2 0.4 1
Fraction of BDP

(d) Fairness for 20 VEGAS flows

Fairness among 20 flows as a function of buffer size in each TCP variant (RTT = 120ms)



JOURNAL OF NETWORKS, VOL. 9, NO. 5, MAY 2014

which has a fairness index higher than 0.89. VEGAS is last
with a fairness index higher than 0.8.

Fig.5(a) shows the case for CUBIC, RED and CHOKe have
a very high intro-protocol fairness around 0.99 fairness index.
SFB generally shows lower intro-protocol fairness than other
queue management schemes. According to our observation,
although SFB has bucket drops to limit the fast flows, SFB
always has more tail drops than other queue management
schemes in high speed networks because of its more complex
queuing mechanism. That is the reason SFB can not perform
as fairly as other AQM schemes.

Fig.5(b) is the result for HSTCP, which is similar to the case
of CUBIC. RED and CHOKe still show higher intro-protocol
fairness, while Drop-tail and SFB show lower intro-protocol
fairness.

In the case of RENO, Fig.5(c) shows that RED always gets
the highest intro-protocol fairness. Drop-tail is second, and
CHOKe is the third. The slow instinct of RENO makes AQM
schemes have a similar performance to Drop-tail in terms of
fairness. Whenever RENO flows have early drops from AQM
schemes, it takes some time for the flows to recover, which
in consequence degrades the fairness of AQM schemes. SFB
still almost always shows the lowest intro-protocol fairness
because of having more tail drops than others.

Fig.5(d) shows the case for VEGAS. Since VEGAS is a
delay-based TCP variant, it keeps the queue size as small as
possible. AQM schemes all get better fairness than Drop-tail.
Drop-tail makes relatively large changes on the queue size,
and therefore it performs relatively unfair.
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C. RTT Fairness

We measure RTT fairness by Jain’s fairness index for 20
competing flows of the same TCP variant but different RTTs.
In these 20 flows, 10 of them have a fixed RTT, while the
other 10 flows have a different RTT. The RTT of 10 flows
from Senderl is fixed at 120ms, while the RTT of the other 10
from Sender2 is changed as 30ms, 60ms, 120ms, and 240ms
respectively. We set the bottleneck buffer to 10% BDP because
link utilization of the bottleneck link shows good performance
with buffer size 10% BDP in general. Also, in this case
queuing delay can be neglected (we present the detailed delay
result in Section V-D).

Fig. 6(a) shows CUBIC RTT fairness for four queue man-
agement schemes. In our measurement, CUBIC shows very
good behavior of RTT fairness. Even under 240ms RTT,
every queue management scheme shows more than 90% of
RTT fairness. SFB performs better than others; while RED
gets least fairness. Fig. 6(b) and 6(c) show HSTCP’s and
RENO’s RTT fairness cases. HSTCP’s RTT fairness is better
than RENO’s for all queue management schemes, and both
HSTCP’s RTT fairness and RENO’s RTT fairness are quite
lower than CUBIC’s. We can still see SFB shows the best for
all the TCP variants under different RTT scenarios, and when
one RTT increases to 240ms, we get a low RTT fairness in
both cases. Fig. 6(d) shows VEGAS’s RTT fairness. Every
queuing scheme gets around 0.8 to 0.9 fairness index except
that of Drop-tail which gets a low RTT fairness in the case of
240ms RTT.

(c) RTT fairness for RENO

Fig. 6.
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D. Delay

We observe performance in delay by varying buffer size.
Since this measurement is based on round trip propaga-
tion delay of 120ms, the average RTT will be 120 +
[0, max_queuwing_delay]. As shown in Fig. 7(a) for CUBIC
result, Drop-tail always has more queuing delays than others.
SFB is the second one with more queuing delay than RED
and CHOKe. Fig. 7(b) shows result for HSTCP, we can still
see Drop-tail and SFB show more queuing delay than the
others, and SFB shows an oscillation, and exhibits queue
delays more than double the amount of propagation delays.
In RENO of Fig. 7(c), we observe similar results, Drop-tail
and SFB queuing delays grow faster than the others. RED
and CHOKe show nearly the same behavior and both grow
more smoothly with the increase in buffer size as compared
to Drop-tail and SFB.

Fig. 7(d) shows results for VEGAS. For all queue manage-
ment schemes, VEGAS almost does not create any queuing
delay. In all cases, the average RTTs for VEGAS are only
120ms, which is the propagation delay we set. This is because
VEGAS itself maintains the queue in a very small size, such
as several packets. The results confirm that delay-based TCP
variant maintains a stable and small queue size in 10Gbps high
speed networks.

E. Computational Complexity

Fig. 8 shows the average memory consumption in a function
of buffer size on the bottleneck router. We can see that for
CUBIC, HSTCP and RENO, the general trend is that when
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the buffer size increases, the memory consumption increases.
When the buffer size is 100% BDP, the memory consumption
reaches more than 500MB. Drop-tail generally needs more
memory than other AQM schemes. Fig. 8(d) shows that
VEGAS almost does not create any additional memory for
queuing mechanisms, because it maintains a very small size
queue.

The CPU usage results reveal less than 10% of total CPU
usage in all of our experiment, so we do not list the detailed
CPU usage result here.

VI. CONCLUSION

In this paper, we present the experimental study of the
interplay of queue management schemes and high speed TCP
variants over a 10Gbps high speed networking environment.
TCP specific performance metrics such as link utilization,
fairness, delay, and computational complexity are chosen to
compare the impact of queuing schemes on the performance
of TCP-RENO, CUBIC, HSTCP and VEGAS. Our test reveals
that Drop-tail is most suited for TCP-RENO and observed to
be worst for CUBIC and HSTCP. In our experiment scenario,
we observe at least 10% BDP of buffer size is required for
more than 90% link utilization. RED exhibits higher fairness as
compared to other QMs for all the TCP variants. SFB is shown
to be effective in RTT fairness improvement. TCP VEGAS
shows very low queuing delay and memory consumption. In
summary, we observe differences in performance of QMs for
different TCP variants.
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We hope that even a preliminary understanding of key
factors, when combined with critical performance metrics,
can provide a perspective that is easily understood and
can serve as guidelines for network designers of 10Gbps
high speed networks. Also, the results of the study address
the current need for the research on the impact of queue
management schemes on the performance of the high speed
TCP variants. It is also desirable to observe the same impacts
on a more realistic experimental environment by considering
background traffic. For our future work, it is interesting to
observe the impact of these queue management schemes in
a wide range of different network topologies. In this paper,
although our focus has been on homogeneous TCP flows, we
expect a different behavior in the case of heterogeneous TCP
flows. The presented work supports further research work
on the design and deployment issues of queue management
schemes for high speed networks.
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