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Abstract

In simulations of turbulent plasma transport due to long wavelength, (k⊥ρi ≤ 1), electrostatic

drift-type instabilities we find that a nonlinear upshift of the effective threshold persists. This

‘Dimits shift’ represents the difference between the linear threshold, at the onset of instability, and

the nonlinear threshold, where transport increases suddenly as the driving temperature gradient

is increased. As the drive increases, the magnitudes of turbulent eddies and zonal flows grow

until the zonal flows become nonlinearly unstable to ’tertiary’ modes and their sheared flows no

longer grow fast enough to strongly limit eddy size. The tertiary mode threshold sets the effec-

tive nonlinear threshold for the heat transport, and the Dimits shift arises when this occurs at a

zonal flow magnitude greater than that needed to limit transport near the linear threshold. Next-

generation tokamaks will likely benefit from the higher effective threshold for turbulent transport,

and transport models should incorporate suitable corrections to linear thresholds. These gyroki-

netic simulations are more realistic than previous reports of a Dimits shift because they include

nonadiabatic electron dynamics, strong collisional damping of zonal flows, and finite electron and

ion collisionality together with realistic shaped magnetic geometry. Reversing previously reported

results based on idealized adiabatic electrons, we find that increasing collisionality reduces the heat

flux because collisionality reduces the nonadiabatic electron drive.

PACS numbers: 52.65.Tt, 52.25.Fi, 52.35.Qz, 52.55.Fa

∗Electronic address: mikk@pppl.gov

1



Strongly correlated core and edge temperatures are commonly observed in current exper-

iments (see section 3.2.5 of Ref. [1]) and in transport predictions for reactor-scale tokamaks

[1, 2]. This is a consequence of transport ‘stiffness’, and is a feature of most theoretical

models of turbulent plasma transport (see section 2.1.1 of Ref. [1]). Stiffness describes the

rapidly increasing plasma heat flux as the appropriately normalized temperature gradient

parameter, R/LT ≡ −(R/T )(dT/dr), exceeds the threshold for microinstability. (Here, R

is the major radius of the tokamak, and r is an appropriately chosen minor radius coordi-

nate.) The practically achievable R/LT is therefore only slightly larger than the threshold

value [3], and the core temperature profile shape is close to the ‘critical’ profile found by

integrating the normalized threshold temperature gradient, denoted by R/L∗

T(r), inwards

from a boundary temperature in the plasma periphery. Since the temperature gradient scale

length involves a logarithmic derivative, the ratio of the core and boundary temperatures is

determined by R/L∗

T(r).

Achieving high fusion power multiplication is thus dependent on achieving sufficiently

high edge temperatures, which may be problematic in reactor-scale devices. However, pio-

neering gyrokinetic studies [4, 5] revealed that R/L∗

T could be larger than the threshold for

linear instability, and this unexpected gift of nature relaxes the edge temperature require-

ment. Understanding the physical processes that give rise to this ‘Dimits shift’ has been a

goal of many studies [6–14]. It is clear that in the Dimits shift region – where the driving

gradient is just above the threshold for linear stability – nonlinear effects reduce the turbu-

lent transport to negligible levels. (Note that we differ from Ref. [9] by not using “Dimits

shift” to denote complete quenching of turbulence.) Theoretical studies indicate that fast

secondary instabilities [6–8, 15] drive zonal flows [9, 10, 13] which in turn greatly reduce the

steady state transport [4, 16, 17]. These flows limit the turbulent eddy size and reduce the

phase between the fluctuating potential and temperature. The effective threshold, R/L∗

T, is

defined by a rapid increase in transport fluxes that occurs only when the driven zonal flows

grow sufficiently strong to excite tertiary instabilities that limit the strength of the zonal

flows [6, 12], and thus allow the increased drive by larger R/LT to raise the turbulent flux.

Although the existence of zonal flows driven by plasma turbulence was first noted long

ago [18] and their major role in regulating simulated tokamak turbulence was established in

1993 [16], the complete quenching of turbulent transport by zonal flows was a surprise. This

full suppression of transport [4] is understood to be a very special case that is “a consequence
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of the approximation of zero or very low collisionality”[9], so the subject of this Letter is

whether zonal flows can produce a strong suppression in more realistic simulations (we find

they can).

Early on, it was recognized [4] that it is important to add collisions because they damp the

otherwise persisitent zonal flows [19, 20] and to include nonadiabatic electron dynamics that

strengthen the instability drive [21, 22]. In more complete simulations, the strengthened

instabilities might overpower the viscously damped zonal flows and the upshift might be

eliminated. The addition of collisions – with the continued neglect of nonadiabatic electron

dynamics – does eliminate the complete quenching of turbulent transport in the Dimits

shift regime [23, 24], and collisionality indirectly controls the transport by damping the

zonal flows that in turn regulate the turbulence. Simulations with increased drive from

nonadiabatic electron dynamics – but without collisional viscosity – demonstrated both

increased transport [25] and a persistent Dimits shift [26].

Additional examples of a Dimits shift were observed in highly idealized simulations [27],D

and in recent simulations with nonadiabatic electrons and shaped plasmas, both with col-

lisions [28] and without [29]. Further examples of nonlinear upshift have been reported for

turbulence driven by different instabilities – trapped electron modes [30], and resistive drift

wave turbulence [31] – and in a stellarator [32]. The Dimits shift vanishes in a few situations

[6, 27, 29, 33], but these seem to be exceptions (the tokamak cases are highly idealized, in

any case).

We show here that the Dimits shift is a robust feature seen in more complete simulations

of microturbulence that include collisional damping of zonal flows, nonadiabatic electron

dynamics, realistic plasma geometry, multiple ion species, and reactor-relevant Te/Ti and

R/Lne. Only subsets of these features have been included simultaneously in previous simu-

lations.

The plasma parameters used are typical of ICRF heated EDA H-mode plasmas in Alcator

C-Mod [34, 35]. These are similar to ‘standard’ ITER H-mode conditions [1] in several

respects: flat density profiles, low impurity concentrations, and well equilibrated ion and

electron temperatures. However, the collisionality is much higher than in ITER and in the

studies cited above, so it is well suited to a test of whether the Dimits shift can be eliminated

by strong collisional damping of zonal flows.

A detailed description of the discharge, including profile data, is available online in the
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ITER Profile Database [1, 36] (shot 960116027). The major parameters are the plasma

current Ip=1.0 MA, major radius Ro=0.67 m, vacuum magnetic field (at Ro) Bo=5.2 T,

line-average electron density ne=3.5 1020m−3, and effective charge Zeff=1.5. The simulations

are located at r = 0.56a, with r/Ro=0.179, Te=Ti=1.5 keV. The ion temperature profile

has recently been measured [37] in C-Mod plasmas very similar to the one simulated here.

As expected, due to strong temperature equilibration, the ion and electron temperature

profiles are nearly equal – as assumed in the simulations. The fixed magnetic configuration

is derived from a TRANSP calculation of the magnetohydrodynamic equilibrium, and the

surface at r = 0.56a is characterized by q = 1.3, magnetic shear ŝ=1.16, elongation κ = 1.28,

triangularity δ = 0.12, and radial derivatives κ′ = 0.24, δ′ = 0.30, and the derivative of the

Shafranov shift, ∆′ = −0.088. The radial variable is the normalized midplane minor radius.

The results presented below were generated by GS2, a time-dependent, nonlinear gyroki-

netic drift-wave turbulence simulation code [38, 39] based on flux-tube geometry [40]. It has

been extensively benchmarked with the FULL code [38, 41, 42], the GYRO code [43–45],

the GEM code [46, 47], and the GENE and PG3EQ codes [47].

The nonlinear electrostatic simulations described here include long-wavelength modes

with (k⊥ρi ≤ 1), and non-adiabatic treatments of both the ions and electrons, as well as

appropriate Lorentz collision operators for each of the species. Most simulations include

only two species, electrons and deuterium, with Zeff=1.0, but a few simulations also include

boron, raising Zeff to 1.5 or 2. Electromagnetic effects are not expected to be strong for these

plasmas because the normalized pressure β does not approach the ideal-MHD ballooning

limit.

We use an analytic Miller ‘local equilibrium’ [48] formulation of the magnetic geometry.

Qualitatively similar results for the C-Mod plasma studied here have been obtained using

an EFIT equilibrium [49]. Linear and nonlinear instability thresholds are essentially local

notions since nonlocal effects make it difficult to define these concepts in global simulations.

We note however that global simulations with the C-Mod and ITER ρ∗ values are closely

approximated by flux-tube simulations [44].

The simulation results reported here are based on a midplane computational domain with

dimensions of 63ρi and 70ρi in the poloidal and radial directions, respectively. The 7 k⊥ are

spaced evenly in the range 0 ≥ k⊥ρi ≤ 0.60 and the radial grid spacing is ρi/2. When the

maximum k⊥ρi was increased from 0.6 to 1.0 by raising the number of poloidal modes to 12,
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FIG. 1: The locations of both the linear and effective nonlinear thresholds depend on collisionality,

but the size of the Dimits shift is not affected by collisionality. Transport is reduced by increasing

collisionality because the nonadiabatic electron response is diminished, providing less ’amplifica-

tion’ of the ITG turbulence. Qtot is the average transported power per unit area, vD ≡
√

(TD/mD),

nD, TD, ρD, denote the deuterium thermal speed, density, temperature, and gyro-radius.

while slightly increasing the poloidal extent, the heat flux rose 22%.

Resolution and convergence will be fully discussed elsewhere. Based on a number of runs

with varying maximum values of k⊥ρi, we expect that none of the results shown here would

change significantly if modes up to k⊥ρi = 1 were included in the cases where this has

not already been done in the convergence studies. Computational expense has prevented

simulations that include even shorter wavelength modes, but these are not expected to

qualitatively change the results because the turbulence has an ITG character [50, 51].

The total normalized heat flux from GS2 simulations is shown in Fig. 1, where both

temperature gradient scale lengths are varied together for two series of simulations: one with

the collisionality of the experimental conditions, and the other with a five-fold reduction (for

both species) to approach the values typically found in other current-day tokamaks. The

heat fluxes are ‘offset linear’, and the projected intercept at zero power is called the effective

nonlinear threshold. The linear threshold is shown with arrows and the difference between

the nonlinear and linear thresholds is known as the Dimits shift. As expected, lowering

the collisionality strongly increases the nonadiabatic electron response – and, hence, the
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FIG. 2: Transport fluxes increase with collisionality when an adabatic electron model is used.

transport – thereby reducing the effective nonlinear threshold. Note that the linear stability

threshold also moves, and thus a Dimits shift is observed in this case as well (contrary to

the incorrect claim in Ref. [52], which assumed no change in the linear threshold).

The unchanged Dimits shift may be explained by the ’tertiary mode’ paradigm [6, 12]: the

nonlinear threshold occurs when the growing zonal flows reach the threshold for nonlinear

’tertiary’ instabilities that subsequently prevent zonal flow growth, essentially placing a cap

on the strength of the ExB shearing caused by the zonal flows. With lower collisionality the

linear threshold is lower, so the turbulence and the zonal flow amplitudes begin to grow at

lower driving gradients and the tertiary threshold is also attained at a lower driving gradient

than required with higher collisionality.

The error bars shown for the heat fluxes are the “standard deviation of the mean” calcu-

lated from independent time-averages over many sub-intervals. The error bars are robustly

independent of the sub-interval length provided it exceeds the typical eddy lifetime. Details

will be given elsewhere; the method is available with the vugyro post-processor [43], and

the GKV tools [53].

Lower collisionality was previously reported to reduce transport [23, 24], but only the

effect of ion collisionality was included because the electron model was adiabatic [54, 55].

Here, as collisionality is decreased from its initially high level, the nonadiabatic electron

amplification of the turbulence is strongly enhanced. This is evidently more important
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than the weakened collisional damping of zonal flows that was central to the results in Ref.

[23, 24].

The earlier result with adiabatic electrons is qualitatively confirmed in Fig. 2, where we

also observe reduced heat transport within the Dimits shift region as the ion collisionality is

lowered. With increasing temerature gradient drive, however, the zonal flows begin to excite

tertiary modes [6] that become more important than collisional damping of zonal flows in

the experimentaly relevant regime beyond the nonlinear threshold. This varying importance

of collisional damping is closely parallel to that reported for turbulence driven by entropy

modes in a Z-pinch [12]. Note also that the Dimits shift has grown, relative to Fig. 1,

to become roughly as large as in the initial report [4]. This may be a consequence of the

relatively sluggish increase in the growth rate in Fig. 4 (due to the absence of nonadiabatic

electron amplification): a larger increase in driving gradient may be required to push the

turbulently driven zonal flows to the threshold for tertiary instability that is presumed to

cause the nonlinear threshold in Fig. 2. Two new qualitative results are apparent for the

conditions of these simulations: the stiffness has a weak dependence on collisionality, as

does the nonlinear threshold. The linear threshold is unchanged, so the Dimits shift is

nearly independent of collisionality.

The adiabatic electron model is quite popular because it greatly reduces the computa-

tional cost, but the results are unreliable: the nonlinear threshold, the size of the Dimits

shift, and the collisionality dependence all differ from more complete simulations that include

nonadiabatic electron kinetics.

A moderately peaked density profile was inferred from limited measurements available at

the time the C-Mod data was submitted to the ITER Profile Database, so our initial turbu-

lence simulations used the reported R/Lne = 1.2. Additional diagnostics have subsequently

revealed that this type of plasma actually has a very flat density profile [56, 57], so results

from further simulations using R/Lne = 0.1 are shown in Fig. 3. We also included boron

sufficient to raise Zeff to 1.5 and 2.0 (Fig. 3). The linear thresholds are again indicated with

arrows, and the Dimits shift is evident in all cases. Note that raising Zeff above 1 increases

the nonlinear threshold, but the Dimits shift is little changed (extrapolation from Q¿10 is

used for Zeff = 1). Runs not shown indicate that the higher electron collisionality is not

responsible for the shift, reduced deuterium density is the cause.

Recently, low-collisionality peaked-density H-modes have been produced in Alcator C-
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FIG. 3: Adding impurities shifts the linear and nonlinear thresholds (but not the Dimits shift).

Three-species simulations, ’DeB’, include kinetic treatment of deuterium, electrons and boron.

Mod [57], so both the peaked and flat-density simulations correspond to realizable C-Mod

discharges, and both types are also considered plausible in large devices such as ITER [57].

A possible cause of the varying stiffness might be found in the dependence of the linear

growth rates on R/LT, shown in Fig. 4. There is a good match between the ordering of the

slopes in Fig. 4 and the corresponding stiffness in Figs. 1 and 3, but this does not also hold

for the adiabatic electron simulations. These have the least slope for the growth rates, but

not the smallest stiffness. Perhaps changes in zonal flow tertiary stability play an important

role in these cases.

A Dimits shift occurs in all of our realistic simulations of tokamak plasma turbulence

that include collisional effects, gyrokinetic main ions, impurities and electrons, in realistic

shaped tokamak geometry with parameters characteristic of present and future tokamak

experiments. Previous work that found a reduction in transport as the collisionality was

reduced [23, 24] is now overturned because the collisionality dependence of (previously ig-

nored) nonadiabatic electron dynamics is more important than the collisional damping of

zonal flows. However, the robust nature of the Dimits shift itself is an encouraging result

for magnetic confinement fusion reactors.
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