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Abstract

A general polarization density which consists of classical and neoclassical parts is system-

atically derived via modern gyrokinetics and bounce-kinetics by employing a phase-space

Lagrangian Lie-transform perturbation method. The origins of polarization density are

further elucidated. Extending the work on neoclassical polarization for long wavelength

compared to ion banana width [M. N. Rosenbluth and F. L. Hinton, Phys. Rev. Lett.

80, 724 (1998)], an analytical formula for the generalized neoclassical polarization including

both finite-banana-width (FBW) and finite-Larmor-radius (FLR) effects for arbitrary radial

wavelength in comparison to banana width and gyroradius is derived. In additional to the

contribution from trapped particles, the contribution of passing particles to the neoclassical

polarization is also explicitly calculated. Our analytic expression agrees very well with the

previous numerical results for a wide range of radial wavelength.

I. INTRODUCTION

Reduced kinetic equations have provided theoretical foundations for studying low-

frequency microturbulence. When the frequency of the fluctuation ω is much smaller than

the cyclotron frequency Ω = eB/(mc), the fast gyroangle can be asymptotically removed

from the governing equation, and the first adiabatic invariant µ is exists. For this case, non-

linear gyrokinetics from a conventional multiple-scale-expansion method was first presented

by Frieman and Chen.1 After that, modern nonlinear gyrokinetics based on a Lie-transform

perturbation method, previously used by Littlejohn2–4 to derive guiding-center (gc) equa-
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tions, was developed and has been improved in recent years.5–14 The classical polarization

density plays an important role in gyrokinetic simulations.15 Some detailed theoretical dis-

cussions of the classical polarization have been also presented.10,14

Furthermore, if the characteristic frequency ω is even much smaller than the bounce

(transit) frequency ωb(t), there exists another adiabatic invariant Jb(t), corresponding to the

bounce motion of trapped particles (denoted by index b) or transit motion for passing par-

ticles (denoted by index t) in a nonuniform magnetic field. Based on the existence of this

second adiabatic invariant, bounce-kinetics was derived by using a conventional multiple-

scale-ordering expansion.16 Like modern gyrokinetics, Lie-transform perturbation method

was also used to derive bounce-guiding-center (bgc) equations without fluctuation17, then

bounce-gyrocenter (bgy) kinetics with electrostatic18 and electromagnetic fluctuations.19 In

this work, we consider the electrostatic case. The bounce-kinetic equations have been widely

applied to analytic theories of trapped electron mode (TEM) turbulence,20–23 and derivation

of bounce-averaged fluid equations.24 They are also used to derive neoclassical polarization

shielding, and residual zonal flow.18,25–35 Hinton and Robertson found that the dielectric con-

stant is increased due to the neoclassical polarization drift.26 Rosenbluth and Hinton (R-H)

investigated collisionless zonal flow evolution27 which is affected by neoclassical polarization.

Later, Hinton and Rosenbluth then extended their work to include the effects of collisions.28

The R-H residual zonal flow is believed to affect turbulence driven transport. For instance,

it can upshift the effective threshold of ion temperature gradient (ITG) instability.29 A favor-

able role of plasma shaping in reducing ion thermal transport in ITG simulations has been

attributed to the effect of shaping on the R-H residual zonal flows,30–32 while an additional

change in the shearing effect36 via Geodesic Acoustic Mode frequency has been mentioned as

another possibility.32 An analytic expression for the R-H residual flow with shaping effects

has been derived for a model equilibrium.33 Theoretical progress has then extended to more

detailed calculations in helical systems by Sugama and Watanabe.34,35

However, all of the works above were based on an assumption, i.e., the radial wavelength

are much larger than the ion poloidal gyroradius. Jenko et al., reported based on their

gyrokinetic simulations, that the residual zonal flow level was enhanced at the short wave-

lengths in the electron temperature gradient (ETG) turbulence.37 More recently, neoclassical

polarization in the short wavelength regime has been studied by Xiao and Catto.38 Follow-
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ing R-H’s approach,27,28 they calculated the neoclassical polarization and residual zonal flow

for somewhat shorter wavelengths analytically, and for arbitrary wavelengths numerically.38

One often recognizes only the finite-banana-width (FBW) effects when he/she refers to the

neoclassical polarization in the long wavelength limit. But, the finite-Larmor-radius (FLR)

effects on the neoclassical polarization can no longer be ignored in the short wavelength

regime. Hence, it is meaningful to derive analytically a generalized neoclassical polarization

including the FLR as well as the FBW effects for arbitrary wavelength in comparison to gy-

roradius and poloidal gyroradius. The progress in gyrokinetics and bounce-kinetics and their

applications to classical and neoclassical polarization shielding are summarized in Tables I

and II.

In the present paper, we start from a particle phase-space Lagrangian and apply the

Lie-transform perturbation method, transforming it into gyrocenter (gy) phase-space (gy-

rokinetics) and then from gy into bgy phase-space (bounce-kinetics). For bounce-kinetics,

unlike Fong and Hahm18 and Brizard19 who started from the gc phase-space Lagrangian,

we begin with the lowest-order gy phase-space Lagrangian and keep the FLR effects in the

perturbed parts of the Lagrangian which were ignored in previous works. This is the key

point of this work. In this way, we can obtain the classical and neoclassical polarization for

arbitrary radial wavelengths simultaneously via two consecutive pull-back transformations

and provide a clear interpretation of their origins. Another advantage of keeping the FLR

effects in the perturbed parts of the Lagrangian is that we can obtain not only the FBW

but also the FLR effects on the neoclassical polarization density, which is important in the

short wavelength regime. We also take into account the contribution from the passing parti-

cles to the neoclassical polarization, which can be dominant in the short wavelength regime

when ε (the local revers aspect ratio) is extremely small. The procedures of gyrokinetics

and bounce-kinetics illuminating the origins of classical and neoclassical polarization are

presented in Fig. 1 and Fig. 2.

The principle results of this paper are as follows:

1. The general polarization density which consists of neoclassical and classical parts is

systematically derived via pull-back transformation from bgy to bgc, then to gy, phase

space, and from gy to gc, then to particle, phase space, respectively.
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2. A generalized expression for the neoclassical polarization density including the FBW

as well as the FLR effects, for arbitrary radial wavelength, is obtained simultaneously,

which extends the R-H calculation in the long wavelength limit.27

3. Not only the contribution from the trapped particles, but also the passing particles’

contribution, to the neoclassical polarization density is separately calculated.

4. Our analytic expression agrees well with the previous numerical results.37,38

The remainder of this paper is organized as follows. In Sec. II, the results of a phase-

space Lagrangian transformation from particle phase space to gy, and then to bgy, phase

space are presented. Both of them are subject to the two-step transformation scheme.8,13,19

We systematically derive the general polarization density via a pull-back transformation in

Sec. III. It decouples naturally into classical and neoclassical parts. The general polarization

for arbitrary wavelength in comparison to gyroradius and poloidal gyroradius is calculated

and compared with the previous numerical results37,38 in Sec. IV. For the neoclassical part,

we have considered the contributions from both the trapped and the passing particles in

three limiting cases. In Sec. V, we summarize our work and discuss its possible applications.

We focus our attention on the systematic derivation of the general polarization, and the

calculation of the generalized neoclassical polarization, including both the trapped and the

passing particles’ contribution for arbitrary gyroradius and poloidal gyroradius.

II. PHASE-SPACE LAGRANGIAN TRANSFORMATION FOR

GYROKINETICS AND BOUNCE-KINETICS

In this section, we present the main results of the phase-space Lagrangian transformation

for gyrokinetics and bounce-kinetics. We employ the Lie-transform perturbation method in

the present work. For a systematic derivation of a general polarization density which includes

both FLR and FBW effects, we pursue a two-step transformation scheme8,13,19 for both gy-

rokinetics and bounce-kinetics. The transformation for the decoupling gyroangle dependence

in gyrokinetics starts from the particle phase-space Lagrangian. From the gc transforma-

tion of the unperturbed particle phase-space Lagrangian, the unperturbed gc phase-space

Lagrangian is obtained. The gy transformation on the fluctuations leads to the gy phase-
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space Lagrangian. For bounce-kinetics, starting from the gy phase-space Lagrangian, we

first perform a bgc phase-space transformation on the equilibrium (zeroth order) part of it.

Then we complete the bgy phase-space transformation on the perturbed part of the bgc

phase-space Lagrangian which includes the FLR effects. These phase-space transformations

are illustrated in Fig. 1.

A. Phase-space Lagrangian transformation for gyrokinetics

The particle phase-space Lagrangian is

γ = (
e

c
A + mv) · dx−

(
1

2
mv2 + εφeδφ

)
dt, (1)

where εφ ∼ eδφ/T is the small parameter designating a small relative amplitude of fluctua-

tions. One can first perform a gc phase-space transformation which removes the gyroangle

dependence in the background magnetic field to obtain the unperturbed gc phase-space

Lagrangian,2–4

Γgc ≡ (
e

c
A + p‖gcb) · dRgc +

µgcB

Ω
dΘ−

(
µgcB +

p2
‖gc

2m

)
dt. (2)

Here, (Rgc, p‖gc, µgc, Θ) are gc phase-space coordinates: Rgc denotes the gc position, p‖gc is

the kinetic parallel gc momentum, µgc is the gc magnetic moment, and Θ is the gc gyroangle.

Catto presented a useful preliminary transformation from particle to gc variables which was

first used for linear gyrokinetic theory, but remains to be useful for nonlinear derivation as

well.39

Next, the gy phase-space transformation is needed to remove the gyroangle dependence

introduced by the fluctuation δφ(Rgc+ρ, t) = δφgc(Rgc, p‖gc, µgc, Θ, t). A standard derivation

leads to the gy phase-space Lagrangian5,6,8,11 given by

Γgy =
(e

c
A + p‖gyb

)
· dRgy −

(
µgyB +

p2
‖gy

2m
+ εφe δΨgy

)
dt, (3)

where the effective gyrocenter perturbed potential is

δΨgy ≡ 〈δφgc〉 − εφ
e

2B

∂

∂µ
〈δφ̃2

gc〉 (4)
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with δφ̃gc ≡ δφgc − 〈δφgc〉, the bracket 〈· · · 〉 denotes a gyrophase average, and the term

∼ c/(BΩ)〈∇ ∫
dθδφ̃gc×b·∇δφ̃gc〉 is ignored.14 Here, we keep the second order of the effective

potential, and the FLR effects remain intact. For simplicity, “gy” is omitted in the following.

The classical polarization10,14 originates from the pull-back transformation from gy to gc,

and then to particle, phase space.

B. Phase-space Lagrangian transformation for bounce-kinetics

Most of the existing bounce-kinetic theories18,19 and neoclassical polarization theories18,27

have ignored the FLR effects which are smaller than the FBW effects in the long wavelength

regime. However, in the short wavelength regime, it’s premature to assume that apriori. We

start from the gy phase-space Lagrangian which already includes the FLR effects, and apply

one more two-step transformation scheme to obtain the FBW effects.

Following a procedure similar to that in gyrokinetics, we perform the bgc transformation

which eliminates the bounce-angle dependence in the lowest-order (equilibrium) gy phase-

space Lagrangian. Then, we remove the bounce-angle dependence in the perturbed part of

the bgc phase-space Lagrangian which includes the FLR effects to obtain the bounce-angle

independent bgy phase-space Lagrangian. We note that the bounce angle here refers to

the bounce phase of trapped particles as well as the transit phase of passing particles. By

starting from the gy phase-space Lagrangian, we can decouple the neoclassical polarization

from the classical part. We can also obtain the neoclassical polarization including not only

the FBW but also the FLR effects, for arbitrary radial wavelength, by keeping the FLR

effects in the perturbed parts of the Lagrangian. We will present this in Sec. III.

At first, we consider the lowest-order gy phase-space Lagrangian in the εφ ordering, i.e.,

in the absence of the perturbed potential in Eq. (3),

Γgy0 =
(e

c
A + p‖b

)
· dR−

(
µB +

p2
‖

2m

)
dt. (5)

Here, we drop the term µB
Ω

dΘ, because we are not interested in the bounce-averaged gy-

rophase motion,17,18 and the gy position R can be denoted by the magnetic coordinates

(α, β, s). α ≡ ϕ − qθ is along the binormal (nonradial perpendicular) direction, where ϕ

and θ are the toroidal and poloidal angles, respectively, and q is the safety factor; β ≡ ψ(r)
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is the poloidal flux and is along the radial direction; s ≡ qR0θ denotes the distance along the

magnetic field line, where R0 is the major radius. Then, the magnetic field B can be written

as ∇α×∇β by choosing a gauge A = α∇β. In the magnetic coordinates, Γgy0 becomes18,19

Γgy0 =
e

c
y2dy1 + p‖Radya + p‖ds−

(
µB(y, s) +

p2
‖

2m

)
dt, (6)

where (y1, y2) = (β, α) and Ra = b · (∂R/∂ya). The bounce (transit) motion takes

place in the (p‖, s) plane which can be canonically transformed to action-angle coordi-

nates. The parallel momentum p‖ = mv‖ can be written as σ
√

2m(E − µB0(y, s)) '
2σ
√

εmE
√

κ2 − sin2 θ
2
, where σ = ±1 labels the sign of v‖, E ≡ µB(s0) ≡ µB(s1) de-

fines the turning points, and κ is the pitch angle, with trapped particles corresponding to

0 ≤ κ < 1 and passing particles corresponding to 1 < κ ≤
√

1+ε
2ε

.

Considering a high aspect ratio, concentric circular equilibrium, for lowest-order bounce

(transit) motion, the bounce (transit) action Jb(t)
17–19 is given by

Jb(t) =





1

π

∫ θt

−θt

dθ 2qR0

√
εmE

√
κ2 − sin2 θ

2
for trapped particles

1

2π

∫ π

−π

dθ 2qR0

√
εmE

√
κ2 − sin2 θ

2
for passing particles

=





8

π
qR0

√
εmE

[
E(κ) + (κ2 − 1)K(κ)

]

4

π
qR0

√
εmE κE(κ−1),

(7)

the bounce (transit) frequency ωb(t) is defined as

ωb(t) =





π




∫ θt

−θt

qR0dθ

2
√

εE/m
√

κ2 − sin2 θ
2



−1

for trapped particles

2π




∫ π

−π

qR0dθ

2
√

εE/m
√

κ2 − sin2 θ
2



−1

for passing particles

=





1

qR0

√
εE

m

π

2K(κ)

1

qR0

√
εE

m

πκ

K(κ−1)
,

(8)

where K(κ) and E(κ) are complete elliptic integrals of the first and second kinds, and the
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bounce (transit) angle ξb(t) has the following expressions:

ξb(t) =





π + σωb

∫ θ

−θt

qR0dθ′

2
√

εE/m
√

κ2 − sin2 θ′
2

for trapped particles

π + σωt

∫ θ

−π

qR0dθ′

2
√

εE/m
√

κ2 − sin2 θ′
2

for passing particles

. (9)

This lowest-order bounce (transit) motion in the (s, p‖) phase plane is shown in Fig. 3.

In the following, we ignore the indices of the action angle variables for simplicity, but

we should note that Jb, ξb are used for trapped particles, and Jt, ξt for passing particles.

The space coordinate along the field line s is dependent on the action-angle coordinates.

Therefore the lowest-order gyrocenter phase-space Lagrangian, Eq. (6), is also bounce-angle

dependent. The Lie perturbed transformation can be applied to remove the bounce-angle

dependence and to obtain the bgc phase-space Lagrangian:

Γ0 =
e

c
y2dy1 + Jdξ −H0(y, J)dt, (10)

where

ya = ya + ga
1 ,

J = J + gJ
1 ,

ξ = ξ + gξ
1, (11)

with

ga
1 = ηab c

e

[
p‖
m
Rb − ∂

∂yb

∫ J

0

dJ ′
(

p‖
m

∂s

∂J ′

)]
, (12)

and η11 = η22 = 0, η12 = −η21 = −1. In the present paper, “ ” denotes a bgc phase space

physical quantity. ya is the bgc position which denotes both the banana center position for

trapped particles and the transit center position (located at the outboard midplane on the

transit-averaged reference flux surface, a transit equivalent of the banana center) for passing

particles. gJ
1 and gξ

1 are not needed for our purpose of deriving the polarization density, so

we omit them.

Next, the bgy phase space transformation is needed, because the perturbed bgc phase-

space Lagrangian

Γ1 + Γ2 = −
[
εφe〈δφgc〉(y, J, ξ, t)− ε2

φ

e

2B

∂

∂µ
〈δφ̃2

gc〉(y, J, ξ, t)

]
dt, (13)
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is also bounce-angle dependent. Note that it includes the FLR effects, which is different from

the previous works,18,19 see Fig. 1. This enable us to obtain the neoclassical polarization

affected by the FLR effects, which will be presented in the next section. In order to obtain

a total bounce-angle independent Lagrangian, the bounce-angle averaging defined by

〈A〉b(t) =
1

2π

∮
dξA =





1

2π

∫ θt

−θt

dθqR0
ωb

|v‖|
∑

σ

A for trapped particles

1

2π

∫ π

−π

dθqR0
ωt

|v‖|A for passing particles

(14)

is introduced. After the Lie perturbed transformation from bgc phase space to bgy phase

space, we have

Γ̂ =
e

c
ŷ2dŷ1 + Ĵdξ̂ −

[
H0(ŷ, Ĵ) + εφe δΨbgy

]
dt, (15)

δΨbgy = 〈 〈δφgc〉 〉b(t) − εφ
e

2B

∂

∂µ̂
〈 〈δφ̃2

gc〉 〉b(t) − εφ
e

2ωb(t)

∂

∂Ĵ
〈δφ̃2

bgc〉b(t) (16)

GJ
1 =

e

ωb(t)

δφ̃bgc, (17)

with δφ̃bgc = 〈δφgc〉 − 〈 〈δφgc〉 〉b(t). The term ∼ c
2
ηab

〈
∂

∂ŷb

(
1

ωb(t)

∫ ξ̂
δφ̃bgcdξ̂′

)
∂

∂ŷa δφ̃bgc

〉
b(t)

is

ignored, which is similar to the case in gyrokinetics.14 The second and the last terms in

the effective bgy potential Eq. (16) are corresponding to the classical and the neoclassical

polarization, respectively, where the second term was not contained in Ref. 18. We note that

Eq. (16) is the electrostatic limit of Eq. (44) in Ref. 19, but we keep the FLR effects which

were ignored in that work. “̂ ” in this paper means a physical quantity in bgy phase space.

It can be shown that the GJ
1 component of the generator of this transformation contributes

dominantly to the polarization density. Therefore, we neglect the other components of the

generator. This is very similar to the case in gyrokinetics14.

III. DERIVATION OF GENERAL POLARIZATION

In the last section, we presented the principal results of the transformation from particle

to gy phase space for gyrokinetics, and those from gy to bgy phase space for bounce kinetics.

Fong and Hahm showed that the neoclassical polarization density can be derived via modern

bounce-kinetics, although only trapped particles were included.18 The classical polarization

density was not presented in Ref. 18, and their bgy Hamiltonian did not contain the second
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order ponderomotive potential associated with the classical polarization. Brizard presented

the bgy Hamiltonian including both the second order ponderomotive potential for full elec-

tromagnetic field fluctuations, but he did not consider the FLR effects.19 While the classical

and neoclassical polarization were not explicitly discussed in Ref. 19, the pondermotive po-

tential has one to one correspondence with the associated polarization density as discussed

more recently.13 As emphasized in Ref. 5 and in Ref. 13, the ponderomotive potential is nec-

essary for the energy conservation when the polarization density is kept in the gyrokinetic

poisson’s equation. The polarization density can be derived from functional derivative of the

effective potential.13 In this sense, one could include the linear potential’s contribution when

one defines the polarization density.13 However, we choose to define the polarization density

in the usual way (including only the ponderomotive potential’s contribution) which makes

the comparisons to the previous numerical results37,38 more transparent. For instance, in

Eq. (54) of Ref. 40, only the last term corresponds to polarization density according to our

definition, while the last two terms represent polarization density according to the definition

in Ref. 13. Of course, there’s no contradiction since we include the linear potential related

polarization density in the definition of bounce-averaged bgy density.

Now we express the real particle density in terms of the distribution function in the gy

phase space, and eventually in the bgy phase space. It consists of two consecutive pull-

back transformations which are from gy to particle phase space, and then from bgy to gy

phase space, respectively. The first one recovers the classical polarization density, while the

second one yields the neoclassical polarization density. These pull-back transformations are

illustrated in Fig. 2.

For the first pull-back transformation, following the steps in Refs. 5 and 8, the real particle

density can be written in terms of the distribution function in the gy phase space,

n(x, t) =

∫
d6Z

(
T ∗

gyFgy

)
(Z)δ3(T−1

gc R− x)

=

∫
d6Z

[
Fgy(Z) +

(
Gµ

1

∂

∂µ
+ GR

1 · ∇+ G
p‖
1

∂

∂p‖

)
Fgy(Z)

]
δ3(T−1

gc R− x) (18)

where the first term is the gyroaveraged gy density (denoted by Ngy), the last three terms

on the R.H.S contribute to the classical polarization, i.e., the difference between the real

particle density and the gyroaveraged gy density. It can be shown that, compared to the Gµ
1

term, the GR
1 and G

p‖
1 terms are of higher order. Therefore, these can be ignored.14 Then,
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the real particle density is

n(x, t) = Ngy(x, t) + ncl(x, t), (19)

with

Ngy(x, t) =

∫
d6ZFgy(Z)δ3(T−1

gc R− x), (20)

ncl(x, t) =

∫
d6ZGµ

1

∂

∂µ
Fgy(Z)δ3(T−1

gc R− x). (21)

The second pull-back transformation from bgy to gy phase space is similar to the first

one. The transformation from gy coordinates Z to bgc coordinates Z ≡ TbgcZ enables us to

express the gyroaveraged gy density in Eq. (20) by integration over bgc phase space, i.e.,

Ngy(x, t) =

∫
d6Z F (Z) δ3(T−1

gc T−1
bgcR− x). (22)

Here, the identity Fgy(Z) ≡ F (Z) has been used, with d6Z ≡ B
m2 ||∂Z/∂Z||dy dJ dξ dµ dΘ. Z

is a dummy variable. It can therefore be replaced by the bgy coordinate Ẑ ≡ TbgyZ. The bgc

distribution function can be obtained by a pull-back transformation of the bgy distribution

function,

F (Z) ≡ (T ∗
bgyF̂ )(Z). (23)

By combining the relationship between F and F̂ given above and replacing the dummy

variable Z by Ẑ, the integral expression in Eq. (22) can be written as

Ngy(x, t) =

∫
d6Ẑ (T ∗

bgyF̂ )(Ẑ)δ3(T−1
gc T−1

bgcR̂− x)

=

∫
d6Ẑ

[
F̂ (Ẑ) +

(
GJ

1

∂

∂Ĵ
+ Ga

1

∂

∂ŷa

)
F̂ (Ẑ)

]
δ3(T−1

gc T−1
bgcR̂− x), (24)

where the first term N̂(x, t) =
∫

d6Ẑ F̂ (Ẑ) δ3(T−1
gc T−1

bgcR̂ − x) is the bounce-averaged bgy

density, the last two terms contribute to the difference between the gyroaveraged gy density

and the bounce-averaged bgy density, which is the well known neoclassical polarization

density. It’s noted that we can also show that the Ga
1 term is much smaller than the GJ

1

term, so we just keep the GJ
1 term in the neoclassical polarization density, i.e.,

nnc(x, t) =

∫
d6ẐGJ

1

∂

∂Ĵ
F̂ (Ẑ)δ3(T−1

gc T−1
bgcR̂− x). (25)
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Finally, the real particle density is given by

n(x, t) = N̂(x, t) + ncl(x, t) + nnc(x, t). (26)

We have systematically derived the general polarization density which is the difference be-

tween the real particle density and the bounce-averaged bgy density. This, of course, con-

sists of two parts, i.e., the classical and neoclassical polarization densities. The classical

part comes from the difference between the real particle and the gyroaveraged gy densities,

and the neoclassical part comes from the difference between the gyroaveraged gy and the

bounce-averaged bgy densities. Another point is that the GJ
1 in the neoclassical polarization

density Eq. (25) retains not only the FBW but also the FLR effects, which can be seen from

Eq. (17) in the last section. It ensures the energy conserving of the bounce-kinetic system.

IV. CALCULATION OF GENERAL POLARIZATION FOR ARBITRARY

GYRORADIUS AND POLOIDAL GYRORADIUS

The well known limiting form of the classical polarization density, for Fgy which is

Maxwellian in µ, is

ncl(x, t) '
∑

k

(− e

T
)Nδφke

iS(x⊥) (1− Γ0(b)) , (27)

where N =
∫

d6Z F (Z)δ3(R − x) is the gy density, and Γn(b) = In(b)e−b, and In is the

modified Bessel function of order n, where b = k2
⊥T/(mΩ2) and the wave vector is defined

by k⊥ = ∇S.

Now, we evaluate the neoclassical polarization density. Recognizing that the neoclassical

polarization plays an important role in the zonal flow related physics,41 we consider only an

axisymmetric fluctuation,27 i.e.,

〈δφgc〉 =
∑

k

J0(krρ)δφke
iS(ψ), (28)

where J0(krρ) is the zeroth-order Bessel function, and ρ = v⊥/Ω is the gyroradius. We keep

the FLR effects which were ignored in Refs. 18-19.
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A. Contribution from Trapped Particles

First, we calculate the trapped particles’ contribution to the neoclassical polarization.

For trapped particles, the bounce angle in Eq. (9) is given by

κ cos ξ ' sin
θ

2
. (29)

The bounce deviation in the radial direction during bounce motion from Eq. (12) written in

terms of action-angle coordinates is

g1
1 ' 2

mc

e
R0

√
εE/m κ sin ξ. (30)

It follows that the bounce-averaged fluctuation in Eq. (14) can be given by

〈 〈δφgc〉 〉b =
∑

k

J0(krρ̂)δφke
iS(ψ̂)〈e−i2

√
εkrρθT

√
E/T κ sin ξ〉b

=
∑

k

J0(krρ̂)J0(aκ)δφke
iS(ψ̂), (31)

where a = 2
√

εkrρθT

√
E/T , ρθT = (T/m)1/2/Ωp is the thermal poloidal gyroradius, Ωp =

eBθ/(mc) is the poloidal gyrofrequency, and J0(aκ) represents the FBW effects.

Following the procedure in Ref. 18, the neoclassical polarization density for trapped par-

ticles is

ntr
nc(r, θ, t) =

∫ ′ Bωb

m2|v‖| dŷ1 dŷ2 dĴ dξ̂ dµ̂ dΘ̂ δ(ŷa − ga
1 − xa)

×δ
(
ξ̂ − gξ

1 − h(s, Ĵ)
)

e−ik⊥·ρ̂ e

ωb

(
〈δφgc〉 − 〈 〈δφgc〉 〉b

) ∂F̂

∂Ĵ
(32)

where the prime indicates integration over trapped particles only, h denotes the relationship

between ξ̂ and (s, Ĵ), and the bgy distribution function is assumed to be Maxwellian,

F̂ (ŷ, Ĵ , µ̂, t) = N̂
( m

2πT

)3/2

e−E/T , (33)

where, N̂ is the bgy position density. The bounce-kinetics and gyrokinetics share many

common properties, but are different in the following important aspects. The bounce angle

ξ̂ directly depends on the field line, whereas the gyroangle does not.18 Furthermore, the

bounce radius depends on the bounce angle, but gyroradius is independent of gyroangle.

The neoclassical polarization density is explicitly dependent on field line.18 The flux-surface
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averaged part of the neoclassical polarization density is a quantity of primary importance for

application to zonal flow related problems, so we introduce flux surface averaging 〈· · · 〉flux =

(2π)−1
∫ π

−π
dθ(· · · ). After flux-surface averaging and integrating over gyroangle, bounce angle

and bgy position, Eq. (32) becomes

〈ntr
nc〉flux(r, t) '

∑

k

(− e

T
)δφke

iS(r)N̂

(
2

π

)3/2√
ε

∫ ∞

0

dt2 te−t2J2
0 (
√

2krρT t)
1

2π

∫ π

−π

dθ

×
∫ 1

κ0

dκ2 qR0K(κ)
ωb

|v‖|
[
1− 〈e−iaκ sin ξ̂〉b

(
eia
√

κ2−sin2 θ
2 + c.c.

)]
(34)

where ρT is the thermal gyroradius, t =
√

E/T , and κ0 = sin(θ/2). The first term in the

bracket of last equation come from the the bounce angle integration from 0 to π (σ = −),

and the conjugated term from π to 2π (σ = +). By exchanging the order of the θ and κ2

integration ∫ π

−π

dθ

∫ 1

κ0

dκ2 =

∫ 1

0

dκ2

∫ θt

−θt

dθ,

we have

〈ntr
nc〉flux(r, t) =

∑

k

(− e

T
)δφke

iS(r)N̂

(
2

π

)3/2√
ε

∫ ∞

0

dt2 te−t2J2
0 (
√

2krρT t)

×
∫ 1

0

dκ2 K(κ)
(
1− |〈e−iaκ sin ξ̂〉b|2)

)
, (35)

where the bounce average for trapped particles in Eq. (14) has been used. The flux-surface-

averaged neoclassical polarization density quantifies the shielding effects with respect to the

flux surface, but not around the center point (the bounce center for trapped particles and

the transit center for passing particles). Now we define the neoclassical susceptibility χtr
k, nc

in Fourier space,

〈ntr
nc〉flux/N̂ =

∑

k

(− e

T
)δφke

iS(r)χtr
k, nc. (36)

Here, the neoclassical susceptibility χtr
k, nc can be written as

χtr
k, nc =

(
2

π

)3/2√
ε

∫ ∞

0

dt2 te−t2J2
0 (
√

2krρT t)

∫ 1

0

dκ2 K(κ)
[
1− J2

0 (aκ)
]
, (37)

after using Eq. (31).

Next, we consider limiting cases. For the short wavelength limit (high kr), i.e., krρθT >

krρT À 1, we can use the large argument asymptotic form of the Bessel functions in Eq. (37),



15

for large gyroradius and large poloidal gyroradius limit, i.e., J0(z) '
√

2/(πz) cos(z − π/4).

After integration, we can get

χtr, short
k, nc =

4
√

ε

π2
√

π

1

krρT

[
1− Γtr(

√
εkrρθT )

]
, (38)

with

Γtr(
√

εkrρθT ) =
Catalan√
πεkrρθT

,

and Catalan ' 0.915966 is a constant.

For the intermediate wavelength limit, i.e., krρT ¿ 1 and krρθT À 1, the FLR effects can

be neglected, i.e., J0(
√

2krρT t) ' 1. The FBW effects J0(aκ), on the other hand, can still

be asymptotically expanded in the large argument limit. After integration, we can get

χtr, m
k, nc =

√
8ε

π

[
1− Γ′tr(

√
εkrρθT )

]
, (39)

with Γ′tr = 2Γtr/π.

For the long wavelength limit (low kr), i.e., krρT < krρθT ¿ 1, the FLR effect can also be

neglected. The lowest-order FBW effects can be obtained by expanding the Bessel function

in powers of small poloidal gyroradius, i.e., J0(aκ) ' 1 − a2κ2/4. Then we can get the

neoclassical susceptibility for trapped particles in the small gyroradius and the small but

finite poloidal gyroradius (FPG) limit,

χtr, long
k, nc ' 1.5ε3/2k2

rρ
2
θT . (40)

B. Contribution from Passing Particles

The procedure is similar to that for trapped particles. The transit angle for passing

particles in Eq. (9) is given by

ξ ' σθ. (41)

The transit deviation in the radial direction during the oscillatory motion written in terms

of action-angle coordinates is

g1
1 ' −2σ

mc

e
R0

√
εE/m

√
κ2 − sin2 ξ

2
. (42)
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Given the results above, the transit-averaged fluctuation can be written as

〈 〈δφgc〉 〉t =
∑

k

J0(krρ̂)δφke
iS(ψ̂)

〈
eiσa

√
κ2−sin2(ξ̂/2)

〉
t
. (43)

The difference between the bounce average for trapped particles and the transit average for

passing particles is apparent in the relationship between the field line variable and the angle

variable shown in Eq. (29) and Eq. (41). Similar to the trapped particle part, using the

transit action Ĵt in Eq. (7) and the transit average in Eq. (14) and (43), the neoclassical

susceptibility for passing particles is given by

χp
k, nc '

(
2

π

)3/2√
ε

∫ ∞

0

dt2 te−t2J2
0 (
√

2krρT t)

∫ √
1+ε
2ε

1

dκK(κ−1)
∑
σ=±

(
1−

∣∣∣
〈
eiσa

√
κ2−sin2(ξ̂/2)

〉
t

∣∣∣
2
)

. (44)

Here, the transit angle integration is from π to 3π (σ = +) and −π to π (σ = −) to include

all the passing particles moving in both directions for p‖. This is also different from trapped

particles.

Next, we consider a limiting case. For the short wavelength limit (high kr), i.e., krρθT >

krρT À 1, we use the large argument asymptotic form of the Bessel function in Eq. (44)

as in the trapped particle part. We can use the stationary phase approximation for transit

averaging in the large poloidal gyroradius limit,

〈
eiσa

√
κ2−sin2(ξ̂/2)

〉
t
'

√
2κ

πa
eiσ(aκ−π

4
). (45)

By using the results given above and integrating Eq. (44), we obtain

χp, short
k, nc =

√
2

π
√

π

1

krρT

(
1−

√
8ε

π

)
(1− Γp(εkrρθT )) , (46)

with

Γp(εkrρθT ) =
1

2
√

2πεkrρθT

,

and the large aspect ratio limit, i.e., ε ¿ 1, was used. Γp is inversely proportional to the

strongly circulating particles’ orbit ερθT , which means that, for passing particles, the strongly

circulating particles’ contribution to the neoclassical polarization is dominant in the short

wavelength limit.
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For the intermediate wavelength limit, i.e., krρT ¿ 1 and krρθT À 1, the FLR effects can

also be neglected and the stationary phase approximation for transit averaging in the large

poloidal gyroradius limit (Eq. (45)) can also be used. After integration, we can get

χp, m
k, nc =

(
1−

√
8ε

π

)
(
1− Γ′p(εkrρθT )

)
, (47)

with Γ′p = 2Γp/π.

For the long wavelength limit, i.e., krρT < krρθT ¿ 1, the FLR effects can also be

neglected; the transit averaging can be obtained by expanding the exponential expression in

powers of small poloidal gyroradius to the same order as for the trapped particles part,

〈
eiσa

√
κ2−sin2(ξ̂/2)

〉
t
' 1 + iσaκE(

1

κ
)
2

π
− 1

2
a2(κ2 − 1

2
). (48)

Then, we can get the neoclassical susceptibility for passing particles in the small gyroradius

and small but FPG limit

χp, long
k, nc ' 0.33ε3/2k2

rρ
2
θT . (49)

Note that this scaling is the same as that from the trapped particles, rather than one which

can be obtained from a dimensional analysis based on strongly circulating particles’ orbit,

i.e., χp, s
k, nc ≈ ε2k2

rρ
2
θT . This implies that, for passing particles, the barely circulating particles’

contribution is significant for the neoclassical polarization density in the long wavelength

limit.

C. Total Neoclassical Susceptibility

The total neoclassical susceptibility including contributions from both trapped and pass-

ing particles for the three limiting cases are

χk, nc =





√
2

π3

1

krρT

[
1−

√
8ε

π
Γtr −

(
1−

√
8ε

π

)
Γp

]
for krρθT > krρT À 1,

1−
√

8ε

π
Γ′tr −

(
1−

√
8ε

π

)
Γ′p for krρT ¿ 1 and krρθT À 1,

1.83ε3/2k2
rρ

2
θT for krρT < krρθT ¿ 1.

(50)

Various terms in the first line of Eq. (50) have the following physical meaning. The factor
√

2/(π
√

πkrρT ) comes from the FLR effects which was kept in the perturbed gy phase-space
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Lagrangian;
√

8ε/π is the fraction of trapped particles, and 1−√8ε/π is the passing particle

fraction; the neoclassical polarization effects for every trapped particle and passing particle

can be written as 1 − Γtr(
√

εkrρθT ) and 1 − Γp(εkrρθT ), where Γtr and Γp are inversely

proportional to the banana width
√

ερθT , and the radial deviation from the flux surface for

a strongly circulating particle ερθT , respectively, in the short wavelength limit. The result

in the second line is similar with that in the first line except for the absence of the FLR

effects. The result in the third line for the small but FPG limiting case has the same scaling

as that of Ref. 27 with a slightly different coefficient. The small difference arises since, for

trapped particles, we average the fluctuation over bounce angle first, i.e., Eq. (31), and then

expand the Bessel function for small argument, while in Ref. 27, they expand the exponential

function in the small argument limit first, and then average over bounce angle. For passing

particles, we use the approximation for the transit angle, i.e., Eq. (41), whereas the averaging

in Ref. 27 has been performed directly along the field line.

We can construct a connection formula for the generalized neoclassical susceptibility for

arbitrary gyroradius and poloidal gyroradius by adding the inverse of the asymptotic forms

in the limiting cases in Eq. (50), and then taking the inverse of the summation,

χnc, k =

{
1

1.83ε3/2k2
rρ

2
θT

+

[
1 +

√
8ε

π
Γ′tr +

(
1−

√
8ε

π

)
Γ′p

]
1

1 + k2
rρ

2
T

+

√
π3

2
krρT

[
1 +

√
8ε

π
Γtr +

(
1−

√
8ε

π

)
Γp

]
k2

rρ
2
T

1 + k2
rρ

2
T

}−1

. (51)

This addition of terms in the denominator may produce a smaller value of the neoclassical

polarization in an intermediate region. To partially compensate this artifact, we multiply

the inverse of χm
k, nc for low kr limit and χshort

k, nc for high kr limit by the factors 1/(1 + k2
rρ

2
T )

and k2
rρ

2
T /(1 + k2

rρ
2
T ), respectively. They are slightly less than 1 in their validity regime

respectively, with their sum equal to 1.

We also define the susceptibility for classical polarization. It is given by

χk, cl = 1− 〈Γ0(b)〉flux, (52)

which is valid for arbitrary gyroradius. Finally, the general polarization including both

classical and neoclassical parts for arbitrary gyroradius and poloidal gyroradius is

χtotal
k = χk, nc + χk, cl, (53)
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with χk, nc and χk, cl given by Eqs (51) and (52) respectively.

D. Comparison to the previous results

We note that, in Ref. 38 the analytical results for the neoclassical polarization and residual

zonal flow were extended to order of k4
⊥ρ4

θi, where ρθi is ion thermal poloidal gyroradius.

However, the assumption k4
⊥ρ4

θi ¿ 1 was still required. The results for arbitrary wavelength

were obtained numerically. Note that the susceptibility χk in our work is different from the

polarization constant εpol
k defined in Ref. 38 by a factor, i.e., χk = k2

⊥ρ2
i (Ω

2
i /ω

2
pi)ε

pol
k , where ρi

is the ion thermal gyroradius, Ωi is the ion gyrofrequency, and ωpi =
√

4πe2n0/m is the ion

plasma frequency. k⊥ ' kr is used in the following. In Fig. 4, we compare our generalized

neoclassical polarization, i.e., Eq. (51) with the numerical results of Ref. 38 for wavelength

up to krρθi = 0.7, inverse aspect ratio up to ε = 0.3, and q = 1.4. We find very good

agreement. We also compare the residual zonal flow level, R = χk, cl/(χk, cl +χk, nc), between

our analytical results and their numerical results for arbitrary wavelength in Fig. 5. The

results in this figure is for the case that only ion polarization effect is included. From Fig. 5,

we can see that our analytic results from an independent derivation using a different method

agree well with theirs.

Note that our general polarization for arbitrary radial wavelength, Eq. (53) can be applied

to electrons as well. In fact, when the radial wavelength decreases to be comparable to

electron gyroradius ρe, such as for the ETG turbulence, the electron polarization effect

should be also taken into account.37,38 Therefore, the generalized residual zonal flow level

can be written as

R =
τχik, cl + χek, cl

τχik, cl + χek, cl + τχik, nc + χek, nc

, (54)

where τ = Te/Ti is the electron to ion temperature ratio.38 ETG turbulence in its simplest

context can be studied with adiabatic ions, i.e., with χik, cl = 1 and χik, nc = 0. Then, for

relatively long wavelength ETG-driven zonal flows, R-H formula for electron susceptibilities

could be used for the residual zonal flow level, i.e.,

R =
τ + k2

rρ
2
e

τ + k2
rρ

2
e(1 + 1.6q2/

√
ε)

. (55)

The validity regime of this formula was discussed in Ref. 42 (Eq. (8)). They noted that the

residual magnetization related to the classical polarization for ions in the k⊥ρi À 1 limit
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can compete with the neoclassical polarization of electrons for ETG turbulence.42 Fig. 6

shows that Eq. (55) (denoted by dash line) becomes a poor approximation for krρe
>∼ 0.2 as

discussed in Ref. 42. Although Xiao and Catto’s analytic formula could predict the trend

by keeping the next order of the FPG effects for electrons, it breaks down when krρθe
>∼ 1.38

Until now, there has been no analytical result in that short wavelength regime. In Fig. 6, the

solid line represents the residual zonal flow with our analytic connection formula Eq. (53)

for electrons and adiabatic ions which behaves very well in the short wavelength regime up

to krρe ∼ 1. This can be seen from Fig. 7 presented later. Also note that employing the

adiabatic ion response cannot lead to a correct residual zonal flow level for long wavelength

zonal flow.

Now we compare our full analytic expression Eq. (54) with the previous numerical

results37,38 in Fig. 7. In this figure, both ion and electron polarization effects are included.

Fig. 7 shows the residual zonal flow level vs krρe for a plasma composed of deuterium and

electrons for τ = 1, q = 1.4 and ε = 0.2. The results of Ref. 38 have been converted from

ρi to ρe for deuterium. It is shown that our analytic result behaves very similar to their

numerical results in the whole regime of krρe. Of course, the readers should be reminded

that the residual zonal flow level R is not the only factor in determining the relative intensity

of zonal flows for ETG turbulence in comparison to that for ITG turbulence as discussed in

Ref. 37 and 42.

Finally, we compare with the result of Ref. 37 for the limiting case ε = 0. We plot the

residual zonal flow level for ε = 0.1, 10−3, 10−5, 0, respectively in Fig. 8. We can see that our

results converge in the ε = 0 limit with decreasing ε. We note that ε = 0 is a rather subtle

and arbitrary limit. For instance, a cylindrical limit corresponds to ε = 0 and q = 0 with

ε/q ≈ Bθ/BT fixed, rather than the limit considered here (ε = 0, for fixed q). While our

analytic formulate deviates moderately from various previous numerical results in particular

parameter regimes, its overall behavior recovers their trends for a wide range of parameters.

Therefore, it should be useful for various analytic applications which will eventually elucidate

parametric dependencies.
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V. CONCLUSIONS

In the present work, we have systematically derived a generalized expression for polariza-

tion density for arbitrary gyroradius and poloidal gyroradius using modern gyrokinetics and

bounce-kinetics. For bounce-kinetics, we start from the Lagrangian in gy phase space rather

than gc phase space and keep the FLR effects, which is different from previous works.18,19

As a consequence, the classical and neoclassical polarization densities are naturally obtained

via pull-back transformations which are based on phase-space Lagrangian Lie-transform per-

turbation methods. We further elucidate their physical meaning. Another important result

obtained from this procedure is that not only the FBW but also the FLR effects are retained

in the neoclassical polarization.

We take into account the passing particles contribution to the neoclassical polarization

separately from the contribution from the trapped particles. In general, the neoclassical

polarization density has an explicit dependence on the field line.18 In this work, we have

obtained the flux-surface averaged neoclassical polarization which quantifies the shielding

effects with respect to the flux surface, rather than around the orbit center point. By

connecting the results for asymptotic limits in both small and large orbit widths, we get

the generalized neoclassical polarization for arbitrary gyroradius and poloidal gyroradius.

Finally, by adding the classical polarization for arbitrary gyroradius, we obtain an analytical

formula for the general polarization. We find that our analytical results compare very well

with the numerical results in Ref. 37-38 for the case including only ion dynamics as well as

for the ETG turbulence including both ion and electron polarization effects.

The formalism presented in this paper can be applied for variety of microturbulence theo-

ries including the trapped particle mode turbulence and collisionless damping of zonal flows.

These include study of a nonlinear interaction between microturbulence at disparate scales,

and of the short spatial scale zonal flow generation which has been observed in simulation

of TEM turbulence.45,46
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TABLE I: Derivation of nonlinear gyrokinetics (GK) and nonlinear bounce-kinetics (BK) using

conventional multiple-scale-ordering expansion (Conventional) and Lie-transform perturbation

methods (Modern).

Conventional Modern

GK Frieman and Chen ’821 Dubin ’835, Hahm ’886, Hahm et al., ’887

Brizard ’898, Sugama ’0011, Qin et al., ’0412

BK Kadomtsev et al., ’6716, Littlejohn ’823, Fong and Hahm ’9918

Gang et al., ’9122 Brizard ’0019

TABLE II: Derivation of classical polarization (ncl) and neoclassical polarization (nnc) via

conventional and modern gyrokinetics and bounce-kinetics, which are denoted by CGK, MGK,

CBK, and MBK; respectively.

Lee ’8315 Dubin ’835, Hahm ’9610 Fong and Hahm ’9918 Rosenbluth and Hinton ’9827 This work

Hahm et al., ’0914 Sugama et. al., ’0634, Xiao ’0638

ncl CGK MGK CGK MGK

nnc MBK CBK MBK
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FIG. 1: The procedures of push-forward phase-space transformations for gyrokinetics and bounce-

kinetics. The push-forward transformations in the works in the modern GK part of Table I corre-

spond to the procedures in red color. Littlejohn’s work17 corresponds to the green Tbgc, Fong and

Hahm18 and Brizard19’s works correspond to the procedures in green color without the FLR effcets

(without Γbgc2 in Ref. 18). This work includes both gyrokinetics corresponding to the procedures in

red color and bounce-kinetics corresponding to the procedures in blue color with the FLR effects.
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FIG. 2: The pull-back transformations to obtain the classical and neoclassical polarization densities.

The classical polarization density in the works in the MGK part in Table II was obtained by the

procedures in red color. Fong and Hahm’s work18 in MBK obtained the neoclassical polarization

density by the procedures in green color in the long wavelength limit. This work obtains both

the classical polarization density by the procedures in red color and the neoclassical polarization

density by the procedures in blue color, for arbitrary wavelength.
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trapped particles, and the open lines for passing particles.
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FIG. 4: The neoclassical susceptibility as a function of ε for various radial wavelengths krρθi and

q = 1.4. The solid line represent our generalized neoclassical susceptibility from Eq. (51), and the

discrete symbols represent the numerical results of Ref. 38.
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FIG. 5: The residual zonal flow level as a function of radial wavelength krρi. Only ion polarization

effect is included. The three lines are our analytical results, and the discrete symbols represent the

numerical results of Ref. 38.
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FIG. 6: The residual zonal flow level as a function of radial wavelength krρe for adiabatic ions and

τ = 1. The dash line is from Eq. (55) which was presented as Eq. (8) in Ref. 42. The solid line

represents the result based on Eq. (53) for electrons and adiabatic ions.
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FIG. 7: The residual zonal flow level as a function of radial wavelength krρe for τ = 1. Both ion and

electron polarization effects are included. The triangles are the simulation results of Ref. 37. The

circles are the numerical result of Ref. 38 which have been converted from ρi to ρe for deuterium.

The solid line represents our full analytical expression Eq. (53).
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FIG. 8: The residual zonal flow level as a function of radial wavelength krρe for τ = 1 and q = 1.4.

Both ion and electron polarization effects are included. The four lines are our analytic results. The

triangles represent the simulation results of Ref. 37.
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