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P rogress/A cco m p lish m en ts

In th is work, we have built upon our results from previous DOE funding (DEFG 
0204ER25655), where we developed new and more efficient m ethods for solving 
certain  optim ization problem s w ith m any inequality  constraints. This past work 
resulted in efficient algorithm s (and analysis of their convergence) for linear pro­
gram m ing, convex quadratic  program m ing, and the  tra in ing  of support vector 
machines; see, for example, [5], The algorithm s are based on using constraint 
reduction in interior point m ethods: a t each itera tion  we consider only a smaller 
subset of the inequality constraints, focusing on the  constrain ts th a t are close 
enough to  be relevant. Surprisingly, we have been able to  show theoretically  th a t 
such algorithm s are globally convergent and to  dem onstrate experim entally th a t 
they  are much more efficient th an  standard  interior point m ethods.

E x te n s io n  o f  C o n stra in t R e d u c tio n  to  L in ea r /Q u a d ra tic  P ro g ra m ­
m in g  w ith  In fea s ib le  S ta r t. A significant advance was m ade here in th a t a 
provably convergent scheme, based on an exact penalty  function, was devised 
and analyzed th a t caters to  dual-infeasible initial points. This idea involves a 
conditional increase of the  penalty  param eter at each iteration, and it is proved 
th a t such increase will occur a t m ost finitely m any times, producing an appro­
p ria te  value, which will guarantee convergence to  the solution of the  original 
problem.

O ur work on allowing dual-infeasible s ta rtin g  points w ith constrain t reduc­
tion  for linear program m ing is com plete [10]. The approach involves an “exact” 
penalty  function scheme; an appropriate value for the penalty  param eter is de­
term ined adaptively, as the  itera tion  proceeds. The scheme can be applied to  
an entire class of interior-point m ethods, and its convergence was proved under 
weak assum ptions. Rem arkably strong num erical perform ance was observed. 
In fact, surprisingly, when used in conjunction w ith the  acclaimed M ehrotra 
predictor-corrector algorithm , the penalty  scheme leads to  significant improve­
m ent, sometimes even in the absence of constrain t reduction! We observed this 
on random ly generated problem s and more strikingly on a model predictive 
control problem  for the  control of a ro torcraft [4],

This idea was generalized for the case of convex quadratic  program m ing [14]; 
the  analysis is underway.
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This work was carried out by graduate studen t M eiyun He, under the su­
pervision of Andre T its, in consultation w ith Dianne O ’Leary. It has been the 
object of several conference presentations [2,3,9,15], and a paper accepted for 
journal publication [13].

S em id e fin ite  P ro g ra m m in g .
We focused considerable a tten tion  on a more difficult optim ization problem, 

semidefinite program m ing [6]:

The Prim al Problem  The Dual Problem
m in x e s -  C »  X  m ax ye1 Z m bT y

s e s n
Ak •  X  = bk, k = 1 , . . .  , m,  YJk=i VkAk + S  = C,

X  iy 0, S  y  0.

Here, S n is the  set o f n x n  sym m etric m atrices, C  •  X  denotes the  trace of the 
product of C  and X ,  and X  iy 0 m eans th a t X  is positive semidefinite.

O ur first insight is th a t our reduction technique for linear and quadratic  
program m ing has three interpretations: adaptively reducing

•  far-away (dual) inequality constraints,

•  (prim al) variables th a t are near zero,

•  small term s in the  m atrix  defining the Newton direction.

In semidefinite program m ing, we can reduce dual constrain ts if the m atrices 
have block structure.

G raduate  studen t Sungwoo P ark  investigated th is idea w ith thesis advisor 
D ianne O ’Leary and consultation from Andre T its. Sungwoo adapted  an algo­
rithm  of F lorian P o tra  and Rongqin Sheng to  include constrain t reduction. He 
also proved th a t the  resulting algorithm  was globally convergent and had  poly­
nom ial com plexity [7,16]. This is the first constraint-reduced predictor-corrector 
in terior po in t method to be proven to have this complexity; even for linear and 
quadratic  program m ing we had not previously been able to  establish polynomial 
complexity.

D e te r m in in g  P r o te in  S h ap e . A m ajor application of semidefinite program ­
m ing is in determ ining protein  configurations. P ractical m easurem ent tech­
niques (e.g., nuclear m agnetic resonance) can give estim ates of the  distances 
between atom s th a t are close to  each other in a protein. To determ ine the 
configuration of a protein, we m ust determ ine the missing distances, by solving 
the  so-called distance m atrix completion problem. Semidefinite program m ing is 
a currently  popular way to  solve th is problem , which is one of the reasons we 
decided to  focus on it. Ironically, in collaboration w ith Haw-ren Fang (Argonne, 
now at University of M innesota), we developed an algorithm  th a t is much faster 
th an  semidefinite program m ing for this class of problem s [1,8,11,12].
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Q u ad ratic  P ro g ra m m in g .
We provided software using constrain t reduction to  solve quadratic  program ­

m ing problem s to  support the  research of Cory Hauck (O ak Ridge National 
Lab).

Im pact

•  This gran t provided support to  PhD  student M eiyun He (PhD  2012), PhD  
student Ming Tse Paul Laiu (work in progress), and PhD  studen t Sungwoo 
P ark  (PhD  2012).

•  We developed an algorithm  for solving the distance m atrix  completion 
problem  and therefore can determ ine protein configurations from partia l 
distance m easurem ents. O ur algorithm  is much faster th an  previous algo­
rithm s. This enables the  determ ination  of the  s truc tu re  of proteins w ith a 
larger num ber of atom s th an  was previously possible, although sensitivity 
to  error in the m easurem ents needs to  be studied.

•  We developed practical schemes for dealing w ith the lack of an initial 
feasible guess in linear program m ing, overcoming an im portan t lim itation 
of our previous algorithm s.

•  O ur work on semidefinite program m ing has m any im portan t applications: 
for example,

— design of detectors and decoders,

— cam era calibration,

— solution of certain  com binatorial problems,

— m inim um -trace factor analysis.

— solution of linear program m ing, quadratic program m ing, quadratic  
program m ing w ith quadratic  constraints, and second-order cone pro­
gram m ing problems.

•  O ur new SDP algorithm  also does not require a primal- or dual-feasible 
initial guess and has polynom ial com plexity and global convergence.

•  Sungoo Park  com pleted the requirem ents for his PhD  degree and has taken 
a position w ith K night Investm ents.

•  M eiyun He com pleted the requirem ents for her PhD  degree and has taken 
a position w ith Amazon.

•  Sungwoo P ark  was one of winners of the  SIAM S tudent P aper Prize for 
2011. This prestigious award earned him  $1000 plus travel expenses to  
present his work a t a SIAM N ational Meeting.
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•  Dianne O ’Leary m entored high school student U rja M ittal on her science 
fair project, related  to  the  optim ization problem s studied  in this grant. 
Her project was “Evaluating and Im proving the  Efficiency of M angasar- 
ian ’s Linear Program m ing A lgorithm ” . She was given the Galileo Circle 
Award by the W ashington Academy of Science and the Blair High School 
Dr. Vaccaro Award. She is curren tly  an undergraduate studen t a t the 
University of Pennsylvania.

•  Dianne O ’Leary was the 2011 N orbert W iener Lecturer for Tufts Univer­
sity. On M arch 30 -  April 1, she delivered the three lectures, one for a 
very broad audience, one a t the level of a colloquium, and one more spe­
cialized. One of these talks was on work from this g ran t support: “W here 
am  I? Position from Incom plete Distance Inform ation.” P ast W iener Lec­
tu rers have included Persi Diaconis, Nick Trefethen, Jim  Yorke, M argaret 
W right, S igurdur Helgason and Jeff Weeks.
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