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Galois lattices or Concept lattices is a mathematical framework
that builds embedded classes (or concepts) from a context (see figure
1) i.e a set of objects related to a set of attributes [5]. A concept is

a node with two parts: an extension and an intension. The extension
is the subset of objects which verify the intension, and the intension
is the subset of attributes that hold for the extension objects.

O\MMla|b|c|d|e|f|glh
1 1|]1]1]1]1 1
2 11|11 ]1|1 1
3 1|]1|]1]1]1 1|1
4 111|111 1

5 11 111 1
6 1(1(1 1 1
7 1 1 1

Figure 1: A small context C = (O, A,I). If o; € O verifies a; € A, then
the boz (0i,a;) has the value ’1°.

The usefulness of Galois Lattices has been reported in different ar-
eas such as data analysis [14], machine learning [2] [9] [11], information
retrieval [3] and databases [6].

Many algorithms for non-incremental or incremental determina-

tion of Galois lattices were reported [4] [7] [6] [11]. Concept lattices

(see figure 2) can grow exponentially in size with respect to their

contexts. Even if this happens rarely in practical applications, the
lattices exhaustiveness remains a major drawback for the usage of con-
cept lattice-based system, since it considerably increases the time and
space complexity of such systems when dealing with large amounts of
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data. Applying such lattices-based systems for knowledge discovery
in domains with huge amounts of data such as biology or banking,
could be problematic.

Whenever the difference between rows or columns is insignificant,
the lattices construction would generate many nodes which may be
much more similar with fewer effect on the task process. Our intention
is to merge such nodes when possible by using fuzzy logic, in order to
considerably decrease the computational complexity of lattices-based
systems.

ac , 123467 ab , 123456
[ abd.12za5 | [ abc.12346 | [ abe, 12356 |
[ acf . 12a7 ] [abca.123a4 | [ abde,1235 | [ abce. 1236 |
[[abcaf ,12a | [ abdeg.,135 | | abcde‘, 123 | | abceh‘, 236 |
[ abcder ,12 | [ abcdeg.,13 | [ abcdeh,23 |
[ abcdelg .1 | [abcdeth.2 | | abcde‘gh .3 |
abcdefgh . {3}

Figure 2: Galois or Concept lattices.

For example in figure 1, columns a and b differ only for object 7.
This difference appears in the lattices since two nodes are created: (a,
1234567) and (ab, 123456). When the number of objects is huge as it
is the case with very large databases, this fact seems to appear very
often, even if the difference is very insignificant. To avoid such effect,
we propose an approach based on fuzzy logic theory to build flexible
concepts in order to approximate the lattices.

Our approach introduces a similarity measure between two at-
tributes such that two attributes will be similar if their corresponding
columns in the initial context differ by less than § objects. § is a
similarity threshold which can be set by the user or automatically
computed by the system. This similarity measure allows to build an
approximated complete lattices with flexible concepts.

A flexible concept is a concept for which the extension is a fuzzy set
[15]. In our case, the extension of a concept consists of two parts: the
first part of the set verifies the intension of the concept, whereas the
second part doesn’t. The second part partially verifies the intension,
and it is possible to make the hypothesis that 'the second part may
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verify the intension’ in case of uncertainty, or to associate to each
object, its membership degree.

abc , 12346+57

abcdf , 124+3567 | | abceh , 236+1457

[ abcdefgh , {3} +1234567 |

Figure 3: An approzimation of previous lattice. § =1 over the 7 objects.

In the previous example, with 6 = 1, columns b and c are simi-
lar to column a, so that the lattice node (abc, 12346+57) could be
immediately built. Object 5 (respectively 7) may verify the attribute
c (resp. b). Different nodes which can be considered as non perti-
nent are not generated, for example (a, 1234567), (ac, 123467), (ab,
123456). Figure 3 is a flexible concept lattices of figure 2.

Ongoing research is dealing with the formal definition of flexible
concept lattices and their properties. Also, different questions arise
from such an approach. Once the similarity measure is chosen, is there
only one flexible concept lattices? Among all the algorithms designed
to build concept lattices, which ones are appropriate to build flexible
concepts? Is it possible to introduce a preference relationship among
attributes of the context in order to build flexible concepts?

In the area of machine Learning, Mephu & Zegaoui (see [10]) pro-
posed a new algorithm that uses fuzzy logic to generate a learning sys-
tem based on flexible concept lattices. Preliminary results of experi-
ments show the effectiveness of this approach. When varying §, results
of classification accurary are similar on artificial datasets, whereas on
real datasets they increase. At the same time, results of running space
and time are very closed on artificial datasets, while on real datasets,
they exponentially decrease. This tends to show that this approach
doesn’t have any effect on artificial data, while on real dataset it is ef-
fective. This comes from the fact that real datasets very often contain
noisy data, while this is less the case with artificial data.

Different works are being conducted in order to deal with the prob-
lem of reduction nodes of concept lattices. Van der Merwe & Kourie
(see [13]) proposed a lattices-based data structure called a compressed
lattices, which builds the concept lattices before compressing it. Our
approach is a way to deal with noisy data or uncertainty among data,
and could be a way to build directly a rough sets-based system [12].
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