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Outline 

•  Current monitoring efforts 

•  Motivation for analysis 

•  Tools used 

•  Methodology 

•  Summer work 

•  Future work 
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Current Monitoring Infrastructure 
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Motivation for enhanced monitoring 

•  Current monitoring efforts will not be sufficient for future machines 
 
•  These applications will not be able to handle the amount of data that 

Trinity and future systems will produce 
 
•  Admin’s do not have a full system view of statistics 
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Enhanced monitoring: LDMS 

•  Run LDMS on every compute node 

•  Continuous monitoring 

•  LDMS pulls detailed metrics about the systems state 
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LDMS 

•  Application out of SNL 
•  Collects metrics for memory, CPU, power, Cray Aries Network, etc. 
•  Set to collect once every 10 seconds 
•  Collected data on Trinity during open science period 
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Why Machine Learning? 

•  Can handle large amounts of data 
•  Estimated to produce 4 TB/day of data 

•  Compared to 40 GB/day of syslog 

•  Automated anomaly detection 

•  Saves time 

•  There is no need to save all data, just data for events of interest 

 



Los Alamos National Laboratory 

2/9/16   |   8 

NOTE: 
This is the 
lab color 
palette. è 

What does LDMS output look like? 
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LDMS Headers 
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Data Analytics Accelerated Library - DAAL 

•  Library created by Intel 

•  Designed and optimized for Intel processors (such as Trinity) 

•  Contains a set of basic machine learning algorithms 

•  MPI Based 
•  Preferred over other distributed configurations 
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DAAL Cont. 

•  Excerpt from a k-means example file 
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Methodology 
•  First step is to reduce the data set 

•  Remove information that is not necessary for baseline analysis  
•  Use two algorithms 

•  K-means clustering  
•  Cluster based on node activity 

•  Principal Component Analysis 
•  Use variance to detect anomalies and check that clustering is working correctly 
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Reducing Dimensions 

•  Remove unnecessary features 
•  Timestamps and node descriptors 

•  When looking at Cray power sampler we reduce the dimensions of the 
data set from 65 to 20 

•  The reduced file size allows for faster analysis  
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•  Cluster together similar data 
points 

•  User can choose how many 
clusters to make  

•  We expect to form clusters 
based on node activity  
•  Active vs. idle node 
•  Type of activity/process on the 

node  
•  Power consumption should be 

different between these types 
of applications 

K-means Clustering 
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K-means applied to LDMS Power Data 
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•  Measures variance of 
dimensions within a data set 

•  Normally used to reduce 
dimensions 

•  Perform PCA on each of the 
clusters 
•  Use variance to determine if 

we have clustered correctly 
•  In future work use variance to 

detect anomalies 

Principal Component Analysis - PCA 
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Baseline 

•  Goal is to use these algorithms to create a baseline for the system 
 

•  Model performance throughout the day 

•  Baseline can be compared with future data to determine anomalies 
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Goal of Summer work 

•  Become familiar with DAAL, machine learning algorithms 

•  Work with MPI, Woodchuck 

•  Compute Trinity power consumption baselines 
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Future work 

•  Continue developing baselines 

•  Expand analysis to other datasets 
•  Memory, CPU, power, Cray Aries Network, etc. 

•  Analyze efficiency of DAAL for our work 
•  Compare with other distributed set ups 
•  Compare with other ML algorithms 
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Questions? 


