
Moderately Exponential Time
Algorithms

Seminar 08431

Fedor V. Fomin, University of Bergen, Norway
Kazuo Iwama, Kyoto University, Japan
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The Dagstuhl seminar on Moderately Exponential Time Algorithms took
place from 19.10.08 to 24.10.08. This was the first meeting of researchers
working on exact and “fast exponential time” algorithms for hard problems.
In total 54 participants came from 18 countries.

Moderately exponential time algorithms for NP-hard problems are a nat-
ural type of algorithms and research on them dates back to Held and Karp’s
paper on the travelling salesman problem in the sixties. However until the
year 2000, papers were published only sporadically (with the exception of
work on satisfiability problems maybe). Some important and fundamental
techniques have not been recognized at full value or even been forgotten, as
e.g. the Inclusion-Exclusion method from Karp’s ORL paper in 1982.

Recently the situation has changed — there is a rapidly increasing inter-
est in exponential time algorithms on hard problems and papers have been
accepted for high-level conferences in the last few years. There are many
(young) researchers that are attracted by moderately exponential time algo-
rithms, and this interest is easy to explain, the field is still an unexplored
continent with many open problems and new techniques are still to appear
to solve such problems. To mention a few example:

• There is a trivial algorithm that for a given SAT formula Φ with m
clauses and n variables determines in time roughly O(2n + m) whether
there is a satisfying assignment for Φ. Despite of many attempts, no
algorithm of running time O(cn + m), for some c < 2 is known. So
what happens here? Is it just because we still do not have appropriate
algorithmic techniques or are there deeper reasons for our failure to
obtain faster algorithms for some problems? It would be very exciting
to prove that (up to some reasonable conjecture in complexity theory)
there exists a constant c > 1 such that SAT cannot be solved in time
cn .
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• One of the most frequently used methods for solving NP-hard prob-
lems is Branch & Reduce. The techniques to analyze such algorithms,
that we know so far, are based on linear recurrences and are far from
being precise. The question here is: How to analyze Branch & Reduce
algorithms to establish their worst case running time?

• The algorithm deciding whether a given graph on n vertices has a
Hamiltonian cycle has running time 2n ·nO(1) and it is known since the
1960s. Amazingly, all progress in algorithms for the last 40 years did
not have any impact on the solution of this problem. Are there new
techniques which can be applied to crack this problem?

Despite of the growing interest and the new researchers joining the po-
tential community there has not been a workshop on moderately exponential
time algorithms longer than one day since the year 2000. The major goal of
the proposed Dagstuhl seminar was to unite for one week many of the re-
searchers being interested in the design and analysis of moderately exponen-
tial algorithms for NP-hard problems. The Dagstuhl seminar was a unique
opportunity to bring together those people, to share insights and methods,
present and discuss open problems and future directions of research in the
young domain.

There were 27 talks and 2 open problem sessions. Talks were comple-
mented by intensive informal discussions, and many new research directions
and open problems will result from these discussions. The warm and encour-
aging Dagstuhl atmosphere stimulated new research projects. We expect
many new research results and collaborations growing from the seeds of this
meeting.
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