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ABSTRACT

As the utility of wireless technology grows, wireless netigare
being deployed in more widely varying conditions. The moriitg

of these networks continues to reveal key implementatidicide-
cies that need to be corrected in order to improve protocet-op
ation and end-to-end performance. Using data we collected f
the 67" Internet Engineering Task Force (IETF) meeting held in
November 2006, we show that under conditions of high medium
utilization and packet loss, handoffs can be incorrectljiated.
Using the notion opersistenceand prevalencefor the association

of a client to an Access Point (AP), we show that although the
clients were predominantly static, the handoff rate is gsimgly
high. Through the analysis of the data set, we show that @wsAec
sary handoff events not only increase the amount of managieme
traffic in the network, but also severely impact client periance.

Categories and Subject DescriptorsC.2.2 [Computer - Commu-
nication Networks]: Network Protocols; C.2.3 [Computeroera-
munication Networks]: Network Operations

the limitation in the number of orthogonal channels, migtigPs
within interference range are often configured to transmitttoe
same channel. Large WLAN deployments are hence likely tesuf
from high interference. This is particularly true when WLANeed
to support flash crowds, which are defined as a sudden surbe in t
number of users attempting to connect to and access the WILAN [
Increased interference and load gives rise to several gnubkuch
as intermittent connectivity, low throughput and high lassulting
in an unreliable network and sometimes a complete breakdown

Congestion is detrimental to the performance of large wisl
networks, as it leads to missed transmission opporturétiesin-
efficient medium utilization. More importantly, increaseds may
incorrectly lead clients to initiate a handoff in search dbetter
AP in their vicinity. As congestion increases, the rate ofidtf
increases, even in the absence of mobility. We show that #jerm
ity of these handoffs are unnecessary and are actuallynusttal,
leading to lower client throughput.

To investigate the prevalence of the these problems in WLANSs
we collected traces from tH&7*" Internet Engineering Task Force

General Terms: Experimentation, Management, Measurement, Per-(IETF) meeting held in November 2006. The network consistied

formance.
Keywords: Handoff, Wireless networks, Congestion, IEEE 802.11.

1. INTRODUCTION

IEEE 802.11-based WLANSs have experienced rapid growth in
recent years as a chief means of providing Internet conngcto
users. Large WLAN deployments are popular in locations aagh
conferences, university campuses, hotels, and airpohliesd net-
works are characterized by a large number of access poifits)(A
that are densely deployed to support network usage by many-si
taneous users. Dense AP deployment helps ensure that tradl ove
user demand is met and network coverage is provided, edlydétia
users are mobile.

The main factor constraining performance in IEEE 802.11 WIsA
is the limited number of orthogonal channels, three in theeaat
802.11b/g. In order to provide good wireless coverage asthsu
high transmission rates, itis commonly the case that a MfgAN
deployment has several APs within range of each other. Due to
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about 55 APs on both 802.11a and 802.11g networks, and wds use
by more than 1200 users over a span of five days. We collectéd bo
the 802.11a and 802.11g traces for four of the five days, tiagul
in, to the best of our knowledge, the most comprehensive waa
large conference WLAN to date.

We believe that the problems identified in this trace are naue
to the IETF network. These problems can occur in any wireless
network, particularly large networks that are deployed uppsort
many simultaneous users. Recent studies have identifiekimp
mentation deficiencies in frame retransmissions, framessand
rate adaptation in congested networks [2, 3, 4]. Our studiicoes
to identify deficiencies in 802.11 protocol implementasioifhese
insights will be useful in designing systems and protocois aire
more adaptive to network conditions. We believe that thiopig-
tocol improvement and better implementations, the abdftiarge
scale networks to handle high loads can be significantly receth

2. RELATED WORK

Studies have been conducted that evaluate the performdnce o
802.11 handoff mechanisms. Mistesal. performed an empirical
analysis of handoffs using cards from several vendors astiited
that the probe mechanism is the main cause of handoff laf@&hcy
and that this latency is significant enough to deteriorapgiegtion
performance. Several improvements have been suggestatdt to a
dress this issue of latency and perform faster handoffs, [8]. Re-
cent studies have also shown that the current AP selectibirign
gering mechanisms are sub-optimal. Mhateal. have shown that
the use of long term trends in signals instead of instantassm-



nal strength measurements results in better handoff desiq4P].
Potential bandwidth available after the handoff [10] areldhality
of the AP’s connection to the Internet [11] have been suggeas
better AP selection mechanisms than signal strength.

The above handoff studies are conducted on experimentbétés
in controlled conditions, and do not analyze the protocdlaveor
in real settings. We believe that understanding how handefth-
anisms operate in a real network is essential for improviisgtiag
algorithms. In our work, we show that current handoff medtiaus
do not differentiate losses based on congestion and resuwib-
necessary handoffs. We believe that the insights gained fhis
work will help in the design and implementation of better daif
techniques for large WLANSs.

3. DATA COLLECTION:
METHODOLOGY AND ANALYSIS
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Figure 1: Breakdown of management traffic as a percentage of
total traffic. ARQ:Association Request, ARP: Association R-

ply, RRQ: Reassociation Request, RRP: Reassociation Reply
PRQ:Probe Request, PRP: Probe Reply, BCN: Beacon, DASS:

The IETF network consisted of 55 Cisco and D-Link Access Disassociation, AUTH: Authentication.

Points (APs), spread across the East and West Towers of the ho

tel. The conference rooms were in the West Tower and featted

AP devices. Each device was equipped with one 802.11a and on

802.11g radio. Thus, the network comprised of 76 APs in toéd
focused our monitoring efforts on a subset of these APs ttucap
client behavior during the daily sessions. The APs on theld@p

network were configured on three orthogonal channels, 1né, a
11, and the APs on the 802.11a network were configured on four

gus to perform the kind of handoff analysis that follows. Foes

studies have collected data at a single vantage point arigzada
client performance in terms of throughout, rate adaptatom re-
transmissions [3, 4]. While some initial efforts exist tcalyze
handoff behavior in wireless networkgo the best of our knowl-
edge this is the first attempt to capture wireless data franetttire

orthogonal channels, 36, 40, 44, and 48. The APs did not suppo N€WOrk's perspective and perform handoff analysis for avoek

load balancing, transmission power control, or dynamicncleh
assignment.
We used thevicinity sniffingtechnique to collect MAC layer

traces[12, 4]. This is a technique in which a set of wireless d

of this scale.

4. TRAFFIC ANALYSIS

We begin with an analysis of the overhead of management frame

vices, known as sniffers, are deployed to passively mortfter traffic. The IEEE 802.11 standard defines three frame typgs: 1
packets in the wireless medium. A total of 12 sniffers were de Management; 2) Control; and 3) Data frames. Managemengfsam
ployed in the conference rooms at various locations, basettie enable the stations (clients and APs) to establish and aiaiobn-
number of users in the rooms. The sniffers were placed dyrect nections. Figure 1 shows the percentages of each management
underneath the APs to maximize the likelihood of all paclets frame subtype as recorded by the sniffers, averaged ovénrat

ing captured. The sniffers were IBM R32 and T40 ThinkPad lap- channels. The:-axis in the graph stands for each of the manage-
tops running linux 2.6 kernel. Each sniffer was equippechwin ment frame subtypes, as defined by the 802.11 standard, and th
atheros 802.11a/b/g PCMCIA card. The radios were configured y-axis shows the percentage of frames of each subtype. A leigh p
in the monitor mode to capture all packets. In this mode, vee ar centage of the total frames, nearly 40%, were managemenega
able to capture all MAC layer frames, including control andmn This high percentage of management traffic has also beenteeipo
agement frames. In addition, the prism header informatidrich in previous studies [3].

contains send rate, received signal strength, and nois leas To further analyze the effect of this management frame @axth

also recorded for each packet. Thus, the snap-length ofdhe ¢ o the clients and APs, we calculate a metric caftetne over-

tured frames was set to 250 bytes. Packets were capturegith&in  heaqd Frame overhead is defined as the number of overhead frames

tetherealutility. i , transmitted by a client or AP per frame of data. Frame ovethea
The meetings were held in two separate sessions, the dap@nd t js computed as the ratio of number of management frames to the

late evening sessions, called tAeenarysessions. We monitored — ymper of data frames transmitted in every 1 second inteRala

the network during both the day and plenary sessions usifig di ¢jient, the overhead consists of probe, association arssoezation

ferent sniffer configurations. Over 140 gigabytes of uncoeaped requests. For an AP, the overhead frames are the corresyprei

wireless network traces were collected during the week. h\&lit sponse frames. This metric is useful as it gives a sense ohfey

goal of analyzing network behavior under conditions of higad overhead frames a station transmits before obtaining tpery-

and network activity, we focus on the 802.11g network duting nity to transmit a data frame. Each overhead frame transoniss

: h .
Plenary Il session held on Novembel" between 17:00 hrs and  jyplies a missed data transmission opportunity for a nodaen
19:30 hrs. During Plenary I, eight sniffers monitored th®sA network.

on the 802.11g network and four monitored the 802.11a nétwor The frame overhead for each client is shown in Figure 2 and
There were three times as many users on the 802.11g network aSqr each AP in Figure 3. Each value on theaxis represents a
there were on the 802.11a network, and hence the effectsaol/he  gjngle station (client or AP). Thg-axis shows frame overhead for
network usage were more pronounced. each of the three frame types. The clients and APs are ami@nge

The use of eight sniffers enabled us to gather an extensiee tr  jegcending order of frame overhead for the purpose of glatis
of network activity. Each AP in the plenary room had a snitfer we can see, the frame overhead for majority of the clients/és o
rectly underneath it, and thus the sniffers were able tourapll

of the AP activity on the wireless side. This placement essbl

http://www1.cs.columbia.edu/ andreaf/new/ietf.html
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Figure 2: Frame overhead per client. Figure 3: Frame overhead per AP.

one. This implies that majority of stations must transmittiple 5.1 Trace Analysis
overhead frames before transmitting a single data frame.

This high overhead is detrimental to network performanee; p
ticularly in networks with high numbers of users. As the n@emaf
users simultaneously accessing the network increasegrotoa-
bility of medium access for each individual client decreasgiven
that each client needs to send several management fran@e bef
sending a single data frame, the probability of user sendirtca

To explore the handoff behavior observed in our traces, we in
vestigate the number and frequency of handoffs and the eafur
handoffs between different channels. Most importantly,inves-
tigate whether the handoff resulted in a performance imgment
to the clients.

The number of handoffs on each channel observed during the
) plenary is summarized in Table 1. We observe a total of nearly
data frame further decreases. In a network with a large nuwibe 1500 handoffs during the three hours of the plenary, whiamis
users, the amount of management traffic increases propatély, expected since we visually observed client mobility to beimal
with each user sending probes and hearing responses froth mul g ;ring the session. To better understand the client hamhedgvior
ple APs. The probability of user gaining access to the medam 5,4 yalidate our anecdotal observation of low client mopikve
data transmlssmns_ls even Iov_ve_r. We show in sec_tlon_ 5 that th compute the length and frequency of client-AP associatioie
users were predominantly static in the plenary session ahdal define two metrics for this computatiorPrevalenceand Persis-
need to aggressively search for new APs. Therefore, it ticafi tence Prevalence and persistence of Internet routes was psyiou
to have a protocol that allows each user to transmit usefuhés studied by Paxson [13]. We define these terms in the context of

in a congested network, instead of transmitting a large rermob client-AP associations, and compute values of these radti¢he
management frames. IETF traces.

5. HANDOFF ANALYSIS | Channel 1| Channel 6| Channel 11|

A handoffoccurs when a client moves beyond the radio range of | 614 | 586 | 627 |
one AP, and into the range of another AP. When a client moves an
loses connectivity to its AP, it starts gathering information the
APs present in the vicinity by broadcasting probe messagés.
client can receive responses from multiple APs, and basetd o 5.2 Prevalence
implementation-dependent policy, it sends a reassoniaquest
to one of the APs. The AP responds with either a success or a
failure. On a successful response, the client is assocwitadhe

Table 1: Number of handoffs during the plenary session.

Adapting the notion of prevalence as defined by
Paxson [13], we define prevalence of clients as follows: &@ithat

new AP, and the pre-handoff AP exchanges client-specifitexon o observe a client associated with an AR, what is the proba-

information with this new AP. This process is called a Lay¢t2) bility of opjse.rv INgc qssouateq with in .t.he future?” P.r evalenpe
handoff. has specific implications on client mobility. If a client isgplomi-

nantly static, the prevalence of a client-AP associatidnipigh,
we call this AP as thedominantAP. On the other hand, evenly dis-
tributed prevalence values indicate that there was no eidg-
inant AP, and that the users were mobile. In a well functignin
network characterized by clients with low mobility, we egpéhe
majority of the client-AP associations to have high prenaeval-
ues indicating that clients did not bounce back and forthvbet
APs.

We compute prevalence values at a fine granularity of onenskeco
and a coarse granularity of one minute. gtbe the total number
of 1 second intervals in the trace. At each 1 second intewal,
h check whether a client has sent at least one data packetAdthe
it has, then it is still connected to the AP, else it has eitbamed
or become inactive. We consider the client to have recoedetct
the AP when we see a data packet from that client again.kl et
http://ipw2200.sourceforge.net be the total number of 1 second intervals in which the clieas w

Even when clients are not moving, neighbor discovery is per-
formed frequently to check whether an AP with a higher signal
strength is available, thus attempting to improve perforoga When
a client wishes to associate with a different AP, a handaftpss
is initiated. Handoff trigger is the first stage of handofferiin a
client identifies the need to look for another AP. The implatae
tion of this mechanism is left to the vendors, however it igally
a reaction to one or more of the following: 1) consecutivesads
beacons; 2) unacknowledged packets [6]; or 3) beacon frame loss
or quality degradation [9]. As a result of frequent probinglam-
plementations that use packet loss information to triggedoffs,
we expect a high rate of handoffs in a congested network. ifn t
section, we analyze the duration and frequency of theseciasso
tions and the handoff behavior of the clients.
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Figure 4: Client prevalence on an AP, given as the
cumulative distribution of the probability of a client bein g as-
sociated with an AP.

active. The prevalence of the client on the AP is given by

@)

The prevalence values at 1 second granularity are showrgin Fi
ure 4. The prevalence values at one second granularity ardyev
distributed, which indicates that at a fine granularity, albtlients
were highly prevalent on the dominant AP. About 40% of therus
had only a 50% chance of being associated with their domif\Bint

Prevalence at a granularity of 1 minute is calculated sirhyildf
n.m, is the total number of 1 minute intervals in the traces, nds
the number of intervals in which a client was active, the plerce
is given by

s = ks /s

)

From Figure 4, we see that the majority of clients are moregre
lent on the dominant AP on a 1 minute granularity. Only ab@%63
of the clients had prevalence of 80% or less on the dominant AP
The remaining 70% of the clients were prevalent on the dontina
AP over 80% of the time. These results indicate that clierggew
frequently found associating with the same AP, implying tha-
bility in the network was low. Even though multiple APs on the
same channel were within the range of a client, we can obskate
a client tends to be prevalent on one AP, the dominant AP. Most
clients use signal strength to select an AP for associat@onse-
quently, the dominant AP is most likely the AP closest to tient.
The lower prevalence at a higher granularity of time imptes of
two things: i) the clients were sending data frames infretjyieor
i) the clients were bouncing back and forth between APs iwith
short intervals. However, trace analysis shows that theas at
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Figure 5: Client persistence on AP, given as the
cumulative distribution of client-AP association
duration.

We calculate the persistence of clients on the dominant AB. T
dominant AP for a client is the AP on which the client has high
prevalence. An association length is calculated as theeiaEsed
between the first and the last data frame observed from thatcli
This computation also takes into account the null data gacke
which are data packets that are sent to keep the client-A®* ass
ciation alive. The persistence is computed for one secand in-
terval; if no data frame has been observed for up to one second
we assume the session has ended. The one second intenfasfor t
computation is based on the observed rate at which null datiep
ets are transmitted by the clients to keep the session &livalysis
of the traces reveals that null data packets are transnattacigh
frequency, with at most an interval of one second betweerstwo
cessive frames. Furthermore, if we observe a data frame &om
client at second; and do not observe a frame in the subsequent
secondsz, we make a “best guess” that the disassociation occurred
halfway between these two time intervals.

Figure 5 shows the cumulative distribution of persistenak v
ues of the users present during the plenary session. TheeFigu
captures values for all client-AP pairs observed in thegsacThe
z-axis represents the length of associations in minutes laag-t
axis represents the cumulative percentage of associatidbeut
40% of the associations were under two minutes and 90% of as-
sociations were under seven minutes. This indicates thattsl
remained connected to APs for fairly short periods of time.

5.4 Discussion

In a network with dense AP deployment and a large number
of users connected to the network simultaneously, the numibe
handoffs is high inspite of low mobility. The reason for thue-

most one second interval between two data packets. Hence, wehavior lies in the handoff mechanisms. Handoff triggeringcim

believe that frequent switching of clients between APs icouted
significantly to the lower prevalence rates at one secorahats.

5.3 Persistence

We define the persistence of a client as follows: “Given that a
client is associated with a particular AP, how long beforethent
changes its association to another AP?” Thus, persistentieei
length of time a client remains associated with an AP. A low pe
sistence value indicates that the clients did not remaimected to
an AP for a long time. In a well-functioning network charatzted
by clients with low mobility, we expect clients to have higarp
sistence values. That is, clients stay connected to an ARifigr
periods while they are static, and only infrequently chaAdrs
during movement.

anisms rely on packet loss information to detect when a thes
moved away from its AP. This loss can consist of either camsec
tive beacon frame losses or unacknowledged data packetsurin
traces, we found that the number of beacons received by ft clie
calledbeacon reception raténfluences the number of handoffs, as
shown in Figure 6. Beacon reception rate is computed as the av
erage percentage of beacons received by the sniffer frotm ABc
within range. Sniffers are physically close to the APs andeha
higher probability of beacon reception than the clientsné¢g this
graph provides an upper bound on the number of beacons that a
client could have received. The graph is a time series pldhef
percentage of beacons the sniffer received from all the ARme
second, and the corresponding number of handoffs that keztur
The beacons were sent at 100ms intervals, implying thatritie s



F - 1100 100
100 -.: * Handoff = ® g

] 0 -

§ B_gacon r.e“ce.pt.lo_n rate 180 'g 9

s = S

5 5 &

o g

g 5 5

5] c S 25¢

® < 3

) T m

0 20 40 60
Time of day Utilization (%)

Figure 6: Comparison of utilization and number of Figure 7: Scatter plot of beacon reception rate vs utilizaton.
handoffs across all channels. The correlation coefficient is -0.65.

fer should receive 10 such beacons per second from each A® in i
range. The graph shows a sharp increase in the number of ffi@ndo
when the beacon reception decreases.

Using beacon frame loss as a handoff trigger is incorrect and
problematic in a congested environment. At high utilizatievels,
the beacon loss increases, i.e. the beacon reception ratades,
for two reasons. First, the packet loss rate increasesitirggin
missed beacon packets. Second, certain AP implementaiiens
known to not queue beacon packets, and broadcast beacdres at t
specified beacon interval only if the send queue is efp8ig-
ure 7 illustrates this effect. When the medium is utilizee 0%,
the sniffer received beacons only slightly more than 50%hef t
time.

The use of packet loss information as a handoff trigger has ad
verse effects in a congested network. Missed beaconstanitia
client to commence roaming, wherein a client actively peotie
medium and waits for responses from APs. This not only result
in high probe traffic in the wireless medium, but also resiits
unwanted handoffs. We analyzed the nature of handoffs lestwe
channels and the results are summarized in Table 2.

As indicated by Table 2, 76% of the handoffs occur between  Reassociation with the same AP is wasteful; not only doess it r
APs on the same channel (found by summing along the diagonal) sult in MAC overhead, but it also causes application pertoroe
About 85% of the handoffs to the same channel and 58% of the deterioration. Handoffs to APs on the same channel can be-ben
total handoffs were to the same AP from which the client disco  ficial only if the new AP is less loaded than the AP to which the
nected. This can be reasoned as follows: a handoff is trggger client was previously connected. However, connecting te Wih
due to packet loss, as we have seen earlier. On a triggerli¢me ¢~ lower signal strength is likely to result in lowered dateesat Fur-
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4007
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200 400 600
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Figure 8: Percentage change in throughout after handoff ovea
period of 30s. Thez-axis represents each handoff event ordered
by throughput

improvement.

scans the medium and obtains information on all the availaBls. ther, if the network around the client is congested, switgho a
Currently implemented AP selection mechanisms typicadiest different AP on the same channel is not beneficial since tieatcl
the AP from which the client receives the strongest signihaut continues to see a similar level of congestion.
any knowledge of the load on the AP or on the channel. Fortslien Switching to an AP on a different channel can be beneficidlef t
that are predominantly stationary, the AP with the strohgiemal new channel is less congested and can offer better throtghthe
strength will be, with a very high probability, the AP from igh clients. However, we observed in the traces that the coigelsy/-
the client disconnected. els of the channels at a given point in time are comparablgh&uy
the AP selection mechanisms do not make the handoff decicion
Channel 1| Channel 6] Channel 11 based on whether a throughput improvement will be obtaiffied a
Channel 1 33% 7% 2% switching to a new AP. As a result, we do not expect the user to
Channel 6 2% 24% 6% have obtained significant gains from the handoff.
Channel 11 4% 3% 19% To determine whether the handoffs were beneficial, we coenput

the percentage change in throughput immediately beforeaéted
a handoff, for each handoff between two different APs. Taweal

Table 2: Percentage of handoffs between different channefer late the percentage throughput improvement of the clieatcen-
each channel pair. The row value indicates the sider the throughput obtained by the client 30 seconds eefod
channel before handoff. The column value indicates the chan after the handoff and plot the difference. These values latéeg
nel after handoff. in Figure 8, where the handoffs events are ordered in thendsce

ing order of the throughput improvement. Theaxis represents
http://hostap.epitest.fi individual handoff events and theaxis represents the percentage



improvement in throughput as a result of the handoff. Thelgra
indicates that about 50% of the handoffs had a negative itrggac
the throughput. While 50% of the handoffs resulted in anéase

in throughput, 20% of these handoffs resulted in less tha@% 1
increase in throughput. These results indicate that afgignt por-
tion of the handoffs were not beneficial, and may even hava bee
detrimental. Reduction in useless handoffs will reduceatime@unt

of management traffic, leading to greater transmission dppbd
ties for nodes with data packets and an increase in efficiedium
utilization.

In general, a mechanism that reacts to packet loss will r@sul
incorrect handoffs in a network that has a high loss rate. &Ve s
in Section 4 that there is high management frame overheadodue
the current association mechanisms. We also saw that upo 70
of the handoffs either resulted in throughput degradatmmin-
significant throughput improvement. This result is not sisipg,
given that the current handoff mechanisms do not take intowt
the expected throughput improvement while making handedi-d
sions. Handoff mechanisms that take into account signahgth
trends [9] are necessary to mitigate the high overhead amdeth
sulting incorrect handoffs.

6. CONCLUSION

Analysis of real world deployments are critical to identgfi-
ciencies in the 802.11 protocol and its implementationst this
reason, we collected data from th&"" Internet Engineering Task
Force (IETF) meeting held in November 2006 in San Diego CA.
Through the analysis of these traces, we show that clients ha
short association times with the APs. This is a consequefce o
the current mechanisms that trigger a handoff under cantitof
high medium utilization and packet loss rate, even in theabts
of client mobility. We analyze the traffic to understand winamd-
offs occur and whether the handoffs were beneficial or shobale
been avoided.

Our analysis shows that handoff mechanisms should be adap-
tive to congestion losses. Use of packet loss informatidridgger
handoffs results in a high rate of handoffs, even in the al¥sen
mobility. In the IETF network, a significant fraction of treekand-
offs were to the same AP, and thus unnecessary. Further, ofany
the handoffs that occurred to other APs impacted the clivets
atively. Schemes that use signal strength trends to detscbrd
nection, and schemes that incorporate network informagiach
as load in conjunction with loss are needed to avoid unnacgss
handoffs.
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